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Abstract

This paper presents a reflective walk based on lifted
leg control and vision-cued swaying control [1] for a
vision guided quadruped robot. The lifted leg control
generates a reflective gait which consists of three steps:
1) select a leg to lift so as to increase the body stability,
2) shift (lift up, move, and down) one of other legs to
enable the selected leg lifted, and 3) shift the selected
leg. During these steps, vision-cued swaying control
generates a swaying motion of the robot so that it can
stabilize the visual target at the desired position in the
image. Combining the reflective gait and the swaying,
the robot attempts at tracking the visual target, and
as a result a reflective walk emerges. The validity of
the method is shown by a preliminary experiment, and
future work is given.

1 Introduction

Legged locomotion has been attracting many re-
searchers not only as a method of navigation on rough
terrains but also due to its biological interests in real-
izing artificial systems similar to legged animals owing
to many degrees of freedom. Most existing methods
have considered kinematics and/or dynamics of the
legged robots, calculated desired trajectories of the
joints, and applied internal sensory feedback so that
the robot can control leg motions to follow the tra-
jectories [2]. Therefore, these robots seem difficult to
adapt themselves to changes in their environments.
To cope with these changes, reflective motions based
on external sensors such as vision, tactile, and force
sensors seem necessary as we can see in many living
systems.

There are some work to realize reflective walks for
human-operated walking control [3, 4]. Salmi and
Halme [3] built a motion planner to the six-legged
walking robot, “MECANT”, and realized a reflective

walk. Their method is, however, difficult to apply
to quadruped robots directly because it is difficult to
keep static stability. Adachi et al. [4] realized a reflec-
tive gait for the quadruped robot by a body propulsive
action and recovery ones. However, they need a strong
assumption on horizontal, planar terrain in order to re-
alize stable lift-down actions. Therefore, their method
seems difficult to apply to non-horizontal, planar ter-
rain.

In this paper, we propose a reflective walk based on
lifted leg control and vision-cued swaying control [1]
for vision guided quadruped robot. The lifted leg con-
trol generates a reflective gait which consists of three
steps: 1) select a leg to be lifted so as to increase the
body stability, 2) shift (lift up, move, and down) one of
other legs to enable the selected leg lifted, and 3) shift
the selected leg. During these steps, vision-cued sway-
ing control generates a swaying motion of the robot so
that it can stabilize the visual target at the desired po-
sition in the image. Combining the reflective gait and
the swaying, the robot attempts at tracking the visual
target coping with changes in body stability, and as a
result a reflective walk emerges on rough terrain.

The rest of this article is structured as follows. In
the next section, we explain our method for reflective
walking. Then, we show a preliminary experimental
results in a real environment to verify the proposed
method. Finally, the future work is given.

2 A Legged robot

We use a following quadruped robot as a legged
robot (see Figure 1) which has:

• four legs, each of which has three degrees of free-
dom,

• four force sensors attached to each foot,

• an uncalibrated TV camera, and



• twelve joint angle sensors.

Color CCD Camera

One leg has 3 DOFs

Force sensor Potentiometers

Figure 1: A legged robot

3 Vision-cued swaying control [1]

We apply the adaptive visual servoing [5] to the
legged robot in order to track visual targets. As a
result, the robot realizes swaying. We give a brief
explanation of the swaying controller.

Let ΣR, Rp, Rri and l denote a robot coordinate
frame fixed to the robot body, a position vector of a
camera attached to the robot with respect to ΣR, the
i-th foot position vector w. r. t. ΣR and a stance
vector consists of distances between feet, respectively.
Defining Rr by

Rr
4
=

[
RrT

1
RrT

2 · · ·R rT
n

]T
, (1)

we can obtain two velocity relations,

l̇ = J lr
Rṙ , (2)

Rṗ = Jpr
Rṙ , (3)

where J lr = ∂l/∂RrT and Jpr = ∂p/∂RrT , respec-
tively.

Let x be a vector of the image features. Assume
that the visual target is moving so slowly that one
can neglect the velocity of the target comparing to
the velocity of the robot. If the feet of the robot are
fixed on the ground, we can obtain a velocity relation,

ẋ = Jxp
Rṗ = JxpJ

+
pr

Rṙ = Jxr
Rṙ. (4)

From eqs.(2) and (4), visual servoing controller,
which makes the image feature vector x converge to
a given desired trajectory xd under a control of the
feet distance vector l constant to fix the feet on the

ground, can be derived as

ur = J+
lrKl (ld − l)

+
(
I − J+

lrJ lr

) {Jxr

(
I − J+

lrJ lr

)}+
{Kx (xd − x)− JxrJ

+
lrKl (ld − l)},

(5)

where ur, Kl and Kx denote a control input vector
and gain matrices, respectively.

In the controller (5), we can obtain the Jacobian
matrix J lr from kinematic parameters of the robot.
But, since the matrix Jxr consists not only of the
kinematic parameters that are known, but also of in-
trinsic and extrinsic camera parameters and of the pa-
rameters of the environment, we need to estimate the
matrix Ĵxr that satisfies eq.(4) by correcting r and
x. We utilize a least squares method to identify the
non-linear system in the discrete time domain:

{ĵi(k + 1)− ĵi(k)} =

{x(k + 1)− x(k)− Ĵxr(k)ur(k)}i

ρi + ur(k)T W (i,k)ur(k)
W (i,k)ur(k) (6)

where Ĵxr(k), ĵi(k), u(k)(= ∆T ṙ), ρi and W i(k) de-
note a constant Jacobian matrix, its i-th row vector, a
control input vector in the k-th step during sampling
interval ∆T , an appropriate positive constant and a
weighting matrix, respectively. Using the estimated
matrix Ĵxr, we can rewrite the controller (5) as

ur = J+
lrKl (ld − l)

+
(
I − J+

lrJ lr

) {Ĵxr

(
I − J+

lrJ lr

)}+

{Kx (xd − x)− ĴxrJ
+
lrKl (ld − l)}.

(7)

4 Lifted leg control to increase the
body stability

4.1 The body stability and a basic idea

We use a stability margin, which is the shortest
distance between the zero moment point (here after,
ZMP) and a side of the supporting leg polygon, as a
measure of the stability of the legged robot (see Figure
2). If the robot sways the body due to visual servoing,
the stability margin becomes small as shown in Figure
2(b). To increase the margin in such a case, it has to
lift a leg up and move it, which we call “target leg” in
the following.
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Figure 2: The relationship between the stability mar-
gin and the feet

In Figure 2(b), candidates for the target leg are in-
dicated as “×”. They can not be lifted up because
ZMP is always inside two supporting leg triangles in-
cluding the both target legs. In such a case, therefore,
the reflective gait control lifts one of the other legs so
as to make the target leg to be lifted (see Figure 3(a)),
and moves the target leg to increase the stability mar-
gin (see Figure 3).

4.2 Lifted leg control algorithm

We can make the reflective gait described above
into a simple algorithm as follows. The positions of
the lifted legs fall into two cases with respect to the
relationship between the supporting legs and vzmp, the
velocity of ZMP (see Figure 4): a hind leg case and a
fore leg one.

The hind leg case (The lifted leg is the diagonal

leg of leg(A) or leg(B).) The robot moves the
lifted leg to keep ZMP inside the next supporting
leg triangle which consists of leg(A) (or leg(B)),
leg(C), and the lifted leg. Subsequently, leg(B)
(or leg(A)) becomes the lifted leg. (See Figure
4(a).)

(a) Making the leg a lifted leg

(b) Moving the lifted leg

Figure 3: The reflective gait

The fore leg case (The lifted leg is the diagonal leg

of leg (C).) The robot moves the lifted leg to
appropriate position in front of it, but do not
touch down yet. If the ZMP moves into the next
supporting leg triangle which consists of leg(A),
leg(B), and the lifted leg, then it is naturally
touched down, and subsequently leg(C) becomes
the lifted leg. (See Figure 4(b).)

A

ZMP

ZMP

Lifted leg

B

C

(a) The hind leg
case

ZMP

ZMP
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A B

C

(b) The fore leg
case

Figure 4: Supporting leg triangles and a lifted leg



5 The hybrid controller of reflective
gait and swaying

We realize a reflective walk by combining the vision-
cued swaying control and the lifted leg control. The
stance controller utilizes three degrees of freedom
(here after, DOFs) and the visual servoing controller
uses six DOFs, hence the vision-cued swaying control
needs nine DOFs. The lifted leg control also uses three
DOFs. Therefore twelve DOFs is necessary/sufficient
to realize above two controls in parallel, and we utilize
a quadruped robot which has twelve DOFs to imple-
ment our proposed method.

We modify the visual servoing controller (7) for four
legs as follows.

Let Rri and lij denote the i-th foot position vector
with respect to ΣR and a distance between the i-th
and the j-th feet, respectively. In order to change the
input/output vector of the controller (7) for four legs,
we define the stance vector l and the foot position
vector Rr:

l = [l12 l13 l14 l23 l24 l34]
T and (8)

Rr =
[
RrT

1
RrT

2
RrT

3
RrT

4

]T
. (9)

And also we define selection matrices Sr, Sr̄ ∈
<12×12, and Sl ∈ <6×6:

Sr = diag[s1 s1 s1 s2 s2 s2 · · · s4], (10)
Sr = diag[s̄1 s̄1 s̄1 s̄2 s̄2 s̄2 · · · s̄4], and (11)
Sl = diag[s12 s13 s14 s23 s24 s34], (12)

where

si = not(δij), (13)
s̄i = δij , and (14)

smn = (δmj)or(δnj) (15)

(j: a lifted leg number, δij : a Kronecker’s delta).

Then we can obtain following two velocity relations
from eqs.(2) and (4):

Sl l̇ = SlJ lr
Rṙ = Jslr

Rṙ and (16)
ẋ = JxrSr

Rṙ = Jsxr
Rṙ. (17)

From eqs.(16) and (17), a visual servoing controller
can be derived as

u = J+
slrKlSl (ld − l) +

(
I − J+

slrJslr

)
{
Jsxr

(
I − J+

slrJslr

)}+ {Kx (xd − x)

−JsxrJ+
slrKlSl (ld − l)

}
.

From eq.(11), a lifted leg controller, which makes the
foot position vector Rr converge to a given desired
trajectory Rrd, can be derived as

u = KrSr̄

(
Rrd −R r

)
, (18)

where Kr denote a gain matrix.

6 Experiments

6.1 Experimental systems

In Figure 5, a legged robot TITAN-VIII [6] and its
controller used for the experiment are shown. The
legged robot is equipped with one camera (EVI-310,
SONY). The image from the camera is sent to a track-
ing unit (TRV-CPD6, Fujitsu) equipped with a high-
speed correlation processor [7]. Before starting an ex-
periment, we give three 16[pixel] × 16[pixel] patterns
(called reference patterns) to be tracked. During the
experiment the unit feeds coordinates where the cor-
relation coefficient is the highest with respect to the
reference patterns to the host computer G6-200 (Gate-
way2000, CPU:Intel Pentium Pro 200MHz) through a
PCI-bus link in real-time (33[ms]). Each joint of the
legged robot is equipped with a potentiometer to ob-
serve its joint angle. Each foot is also equipped with
a force sensor to observe its foot force and to estimate
the position of ZMP. The observed joint angles and the
foot forces are sent to the computer through an A/D
converter board (RIF-01, Fujitsu). The computer cal-
culates the desired joint velocities and sends the com-
mands to the velocity controllers of joints through a
D/A converter board (RIF-01, Fujitsu). A hand cart
is used to move a board on which 3 target marks are
drawn.

6.2 Experimental results

We show a result to demonstrate how the proposed
method works. At t=2.0[s], the target begins to move
rightward at an appropriate speed for the legged robot
motion. The robot is initially supported by right-fore-
leg(RF), left-fore-leg(LF), and left-hind-leg(LH). The
initial lifted leg is right-hind-leg(RH). The robot is
swinging its body as the target motion and switches
the lifted leg from RH to LF at t=14.0[s]. This is the
fore leg case described in section 4.2. Subsequently,
it switches the lifted leg from LF to RF (the hind
leg case) at t=23.0[s], from RF to LH (the fore leg
case) at t=32.0[s], from LH to LF (the hind leg case)
at t=39.0[s]. In Figure 6, we can see how the legged
robot behaves reflectively to track the visual target.



Figure 5: Experimental systems

Error of the position of the target mark 1 (upper
left mark in the image plane) is shown in Figure 7. As
this graph indicates, the robot can track the target at
the first and the second steps.

7 Conclusion

We proposed the reflective walk based on lifted con-
trol and vision-cued swaying control, and verified its
validity with the preliminary experiments in the real
environment. In the experiments, we had two prob-
lems that a foot of the lifted leg occasionally bounced
off the ground when it touched down, and the robot
did not exert a force on the ground due to the ex-
tended legs. To solve them, we are examining to utilize
simple dynamic characteristics and the manipulating
force ellipsoid. In the future work, we will achieve
the vision based legged robot navigation by using pro-
posed method.
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