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Abstract

Visual tracking of moving objects is one of the
most fundamental capabilities for intelligent robots to
accomplish the given task in unknown, dynamic envi-
ronments. Visual servoing which utilizes direct feed-
back from image features to motion control has been
used to realize such capability. However, the conven-
tional visual servoing needs much knowledge on the
system parameters such as kinematics and optic ones
and/or on target objects. Adaptive visual servoing [1]
was proposed to remedy such a limitation by adopt-
ing online estimation of image Jacobian. However, it
is limited to track stationary objects or moving ones
of which motion is known in advance. This paper
proposes an extension of the adaptive visual servoing
for unknown moving object tracking. The method
utilizes binocular stereo vision system, but does not
need the knowledge of camera parameters. Only one
assumption is that the system needs stationary ref-
erences in the both images by which the system can
predict the motion of unknown moving objects. The
experimental results are shown and a discussion is
given.

1 Introduction

The capability of visual tracking is one of the most
fundamental ones for robots to accomplish the giv-
en tasks in dynamic environments such as dexterous
manipulation and intelligent locomotion. Especially,
tracking moving objects is needed to catch (avoid)
moving objects [2] (obstacles) of which motions are
unknown.

Visual servoing which utilizes direct feedback from
image features to motion control has been used to re-
alize such capability (ex., [3][4]). However, conven-
tional visual servoing needs much knowledge on the
system parameters such as kinematics and optic ones
and/or on target objects. Therefore, its use seems
limited.

In visual tracking of moving object, it could be

the cases that the motion of the target object and/or
the system structure might be unknown or that the
system parameters such as kinematics and optic ones
might include much noise. Therefore, it seems hard
to apply the conventional visual servoing methods to
these cases.

Adaptive visual servoing (hereafter, AVS) was pro-
posed to remedy such limitation by adopting online
estimation of image Jacobian [1]. The method does
not need any calibration for the system parameters
in advance, but estimates a feasible image Jacobian
that is not always true but sufficient to track the tar-
get. In order to obtain such a feasible Jacobian, the
target motion is limited to very slow ones or known in
advance. This makes it hard to apply more dynamic
situations.

This paper proposes an extension of AVS for un-
known moving object tracking. The method utilizes
binocular stereo vision, but does not need the knowl-
edge of camera parameters. Only one assumption is
that the system need stationary references in the both
images by which the system can predict the motion
of unknown moving objects. The rest of this paper
is structured as follows. The next section describes
basic ideas how we extend the AVS method to track-
ing unknown moving objects by setting references in
the both images. Next, we formalize the method, and
construct an AVS system. Finally, the experimental
results are shown and a discussion is given.

2 How can we extend AVS for un-
known moving objects?

The basic ideas to extend the AVS system into
one which can handle the problem of visual track-
ing of moving objects with unknown velocities are as
follows:

1. The observed change of the image feature of the
target can be separated into two parts: the first
one is due to the camera motion and the second
one due to the target motion itself. If we can



obtained the first one, we can apply the origi-
nal AVS system to the task of visual tracking of
unknown moving objects.

2. In order to estimate the first term due to camera
motion, we use the binocular stereo vision system
by which we can estimate the projection matrix
of any image point that can predict the image
feature in the next frame without any camera
calibration parameters but 8 image points corre-
spondence in advance and three references dur-
ing the motion control.

The following sections will mention the details of the
above ideas.

2.1 An AVS system

Figure 1: A hand-eye system for target tracking

First of all, we introduce a conventional AVS
system shown in Fig.1 which displays a hand-eye
system with the camera in hand1. The task is
to track target object by controlling the camer-
a motion in such a way that observed image fea-
ture reaches the desired one. Here, we define
xo the image feature vector of the target image
θ the joint vector
Σw the world coordinate system
rc the position and orientation of the camera

relative to Σw

ro the position and orientation of the target
relative to Σw

The following relation is obtained:

xo = xo (rc(θ), ro) (1)
ẋo = Jo θ̇ + Joro ṙo (2)

Jo =
∂xo

∂θ
(3)

Joro =
∂xo

∂ro
, (4)

1Note that generally, an AVS system does not care about
the differences between system structures such as camera set-
ting inside or outside the hand.

where Jo denotes the Jacobian which represents the
relationship between the change of the image feature
of the target and that of joint vector, and Joro

de-
notes the Jacobian which represents the relationship
between the change of the image feature of the target
and the change of the target posture in 3-D world.

If the posture ro and the velocity ṙo of the target
are both unknown, the above equation (2) becomes
nondeterministic with unknowns Jo, Joro , and ṙo.
Therefore, the original AVS systems have resolved
this problem by assuming that the target is fixed to
Σw, that is, ṙo = , and estimated an image Ja-
cobian Jo which represents the relationship between
the change of the image feature and the change of the
joint vector based on the following equation:

ẋo = Jo θ̇ (5)

This implies that it is hard to apply the original AVS
system to the situations in which ṙo =  does not
hold.

2.2 Virtually stationary target image
feature

Figure 2: Image features of a moving object

Let us consider to solve the equation (2) without
the assumption ṙo = . The change of the target
image feature in eqn.(2) can be separated into two
parts as shown in Fig.2 where the first one is the
change due to the camera motion and the second one
due to the target motion. If we could obtain the first
one ẋ′o, the first term in RHS of the equation (2) can
be obtained by

ẋ′o = Jo θ̇ (6)

We call x′o virtually stationary target image feature
(hereafter VSTIF).

If the change of VSTIF, ẋ′o is known, we can esti-
mate Jo which represents the relationship between ẋ′o
and θ̇ as the original AVS equation (5), and further
the second term ẋ′ro

in RHS of eqn.(2).

ẋ′ro
= Joro ṙo = ẋo − ẋ′o (7)

ẋo = Jo θ̇ + ẋ′ro
(8)



So, the problem is how to estimate VSTIF.

2.3 Setups of the system and assump-
tions

In order to estimate VSTIF of the unknown mov-
ing objects, we need

• the position of the target in the camera coordi-
nate system, and

• the reference to the world coordinate system s-
ince the target is moving relative to the world
coordinate system.

Then, we set up a binocular vision system with ref-
erence observed in the both images. Since the AVS
system does not need the knowledge on any system
or camera parameters, our method follows such de-
sirable feature. Instead, we assume

1. two cameras which are fixed to each other and
have the same internal camera parameters,

2. 8 points correspondence to estimate the geomet-
rical relationship between two cameras in ad-
vance, and

3. three references in the world coordinate system
that can be observed in the both images during
the camera motion control.



Figure 3: A system configuration

It is known in projective geometry that these as-
sumptions are necessary not simply to estimate the

geometrical relationship between two cameras but al-
so to parallel two cameras so that the transformation
matrix that describes the temporal change of any im-
age point can be obtained from the references and
the temporal changes of their disparities. Since the
size of the transformation matrix is 3 × 3, the mini-
mum number of the references is three. The system
we used is shown in Fig.3.

3 Acquisition of VSTIF

Generally, we can virtually parallel two cameras
that are actually not parallel but arbitrary configura-
tion based on 8 points correspondence [5]. In the fol-
lowing, first we obtain the transformation matrix that
describes temporal change of any image point, and
then estimate another transformation matrix that de-
scribes the change of image point corresponding to
any stationary point in space based on then changes
of three references. Finally, we obtain VSTIF by pro-
jecting the image feature of unknown moving object
by this matrix.

Figure 4: Model of parallel stereo camera

3.1 Temporal change transformation of
any stationary point in space

Fig.4 shows a parallel stereo vision system where
a projection of a stationary point to the i-th camera
ci (i = 1, 2) is denoted as Iix =

[
Iix Iiy

]T in the
image plane ΣIi, the position of the stationary point
in Σci is
cip =

[
ciX ciY ciZ

]T . Extended vectors which in-
clude 1 at the end are Iix̃ ∈ <3, and cip̃ ∈ <4.

These vectors have the following relationship:

c1s I1x̃ = P c1p̃ (9)
c2s I2x̃ = P c2p̃, (10)



where cis denotes a scalar transformarion in terms
of ciZ, and P ∈ <3×4 denotes a projection matrix
that includes internal camera parameters such as fo-
cal length.

In parallel stereo vision,

c1p̃− c2p̃ =




B
0
0
0


 , (11)

where B denotes baseline between two optical axes.
Substituting eqns.(9)(10) into eqn. (11) leads:

P c1p̃− P c2p̃ = c1s I1x̃− c2s I2x̃ =




B′

0
0


 , (12)

where [B′ 0 0]T is a trasnformation of [B 0 0 0]T

by the projection matrix P .
From eqn.(12), c1s = c2s = s and I1y = I2y, then,

s I1x− s I2x = B′. (13)

Defnining a scalar variable s / B′ = s leads:

I1x− I2x = 1 / s, (14)

where s is a invers of the disparity that can be ob-
tained from two images. Returning to eqn.(9) with
I1x̃ and s,

s I1x̃ =
1
B′P

c1p̃ = P ′ c1p̃ , P ′ ∈ <3×4. (15)

Next, we quantize the eqn.(15) with a sampling
time T which is short enough to assume that a motion
vector and its velocity can be the same.

s(k) I1x̃(k) = P ′ c1p̃(k) (16)
s(k + 1) I1x̃(k + 1) = P ′ c1p̃(k + 1). (17)

Eqn.(16) can be

c1p̃(k) = s(k) P ′+ I1x̃(k), (18)

where P ′+ is a pseudo inverse matrix of P ′.
By the camera motion specified by a homogeneous

matrix k+1T k ∈ <4×4, the position of the stationary
point c1p̃(k) is transformed into c1p̃(k + 1) in the
camera coordinate system.

c1p̃(k + 1) = k+1T k
c1p̃(k) (19)

Substituting eqn.(19) into eqn.(17), we obtain:

s(k + 1) I1x̃(k + 1) = P ′ k+1T k
c1p̃(k). (20)

Deleting c1p̃(k) based on eqn.(18), we obtain:

s(k + 1) I1x̃(k + 1) = s(k) k+1Mk
I1x̃(k) (21)

k+1Mk = P ′ k+1T k P ′+, k+1Mk ∈ <3×3, (22)
k+1Mk represents a transformation matrix by which
temporal chaneg of any stationary point can be de-
scribed.

From eqn.(21), any statinary point of which image
coordinate is I1x(k) in the camera c1 with inverse
disparity s(k) at the k-th step can be transformed
to a point with I1x(k + 1)ands(k + 1) by k+1Mk at
the (k + 1)-th step. Inversely, if the image position
and its disparity at the k and (k + 1)-th steps of any
stationary point in space are given, k+1Mk can be
obtained.

3.2 Acquisition of VSTIF by stationary
landmarks

Figure 5: Change of image features for the target and
landmarks (camera1)

We can obtain VSTIF by applying k+1Mk that
can be estimated from the stationary landmarks to
unknown moving object. The j-th stationary land-
mark lj (j = 1, 2, 3) can be obserbed as Iixlj and
I1xlj(k + 1) with their inverse disparities slj(k) =
1 / {I1xlj(k) − I2xlj(k)}, slj(k + 1) = 1 / {I1xlj(k +
1)− I2xlj(k +1)}. From these parameters, we obtain
k+1Mk. Since its size is 3 X 3, we need at least three
landmarks. By defining t̃li (= sli

I1x̃li), we obtain
k+1Mk.

[
t̃l1(k + 1) t̃l2(k + 1) t̃l3(k + 1)

]
×

[
t̃l1(k) t̃l2(k) t̃l3(k)

]+

= k+1Mk. (23)

Applying k+1Mk to eqn.(21), that is, transform-
ing the image position I1xo(k) and inverse disparity
so(k) = 1 / {I1xo(k) − I2xo(k)}, we obtain VSTIF
Iix′o(k + 1) and its inverse disparity s′o(k + 1).

s′o(k + 1) I1x̃′o(k + 1) = so(k) k+1Mk
I1x̃o(k) (24)



I2x̃′o(k + 1) =




I1x′o(k + 1)− 1 / s′o(k + 1)
I1y′o(k + 1)

1


 (25)

VSTIF x′o(k+1) obtained above can be applied to
ẋ′o and ẋ′ro

in eqn. (7) (see Fig.5). That is,

ẋ′o(k + 1) = x′o(k + 1)− xo(k). (26)
ẋ′ro

(k + 1) = xo(k + 1)− x′o(k + 1). (27)

4 An Extended AVS system for un-
known moving target

We can construct an extended AVS system based
on the estimated Jacobian Ĵo [1]. Applying Ĵo to
eqn.(8),

ẋo = Ĵo θ̇ + ẋ′ro
. (28)

Then, the following control low is derived from both
the feedback term that converges xo to xod and the
feedforward one that compensates ẋ′ro

due to the ob-
ject motion itself. That is, for the input u to joints:

u = Ĵ
+

o {K(xod − xo)} − Ĵ
+

o ẋ′ro
, (29)

where Ĵ
+

o denotes a pseudo invers matrix of Ĵo, and
K is an m × m positive gain matrix. In RHS of
eqn.(29), the first term is for the feedback, and the
second for the feedforward for ẋ′ro

when the Jaco-
bian is sufficiently estimated. Fig.6 shows a block
diagram.

Figure 6: A control block diagram

5 Experimental Results

Figs.7, 8, and 9 show a block diagram of ex-
perimetal system, a photo of the sytem and a sample
image pair of the binocular vision system captured by
two small ELMO CCD cameras attached at the end
of the robot arm MHI PA10, respectively. In addi-
tion to three reference markers and one target objec-
t that is independently controlled by another robot

Figure 7: The experimental system

arm KAWASAKI Js-5, five more marks are observed
for off-line camera calibration (estimation of transfor-
mation matrix between two cameras) in Fig.9. All
reference markers and the target are prespecified by
the programmer. Three reference markers and one
target object are visually tracked in realtime (every
33ms) by FUJITSU tracking module based on tem-
plate matching of image pattern. Distances from the
references and the target from the cameras are about
1.4m and 1.5m, respectively. Any system parameters
such as kinematic and optic ones are all unknown.

Figure 8: A perspective view of the experimental sys-
tem

Table Table 1 shows averaged Euclidean nor-
m of image errors in the cases of the conventional
and the proposed AVS systems for a variety of tar-
get speeds from 150mm/s to 1200mm/s of which pro-
jected speeds onto the image plane of the virtually
static camera range from about 32 pixel/s to 259
pixel/s. Fig.10 shows the error on the left camera



Figure 9: A sample image pair

(I1xo − I1xod) in the cases of the conventional and
the proposed AVS systems with the taget velocity
750mm/s.

Table 1: Euclidean norm average of image errors

object speed Error [pixel]
[mm/s] [pixel/s] proposed conventional

AVS AVS
150 32.4 8.301651 12.573951
300 64.8 12.194477 18.274611
600 129.6 20.452076 27.014025
750 162.0 24.027504 85.376846
900 194.4 25.559967 -
1200 259.2 28.600138 -

From these table and figure, we can conclude that
the difference between the conventional and the pro-
posed AVS systems are not so much with the speed
150mm/s. However, as the target speed increases, the
difference becomes larger and the conventional AVS
does not work with the speed faster than 750mm/s
while the proposed AVS system does work with about
25 pixel errors in average.

6 Discussion

We have proposed an extension of the AVS system
so that it can handle unknown moving objects. Due
to the space limit, we skiped the details of the real-
time control system which can be found elsewhere.
The basic idea is to use binocular vision system with
references fixed to the world coordinate system. In-
tuitively, the binocular vision system can provide the
position in space and the references are used to es-
timate the transformation matrix to predict the im-
age motion of the virtually stationary target. The
method does not need any system parameters and
geometrical calibration, but only needs references.
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Figure 10: Image error ( object speed : 750[mm/s] )

For more dynamic situations, the visual tracking
for stationary points should not be fixed, but adaptive
according to camera motion to track moving objects.
In that case, the system should have a filter which
points can be qualified as references. These are under
the investigation.
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