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Abstract

The effectiveness of Savitzky—Golay type symmetric polynomial smoothers is known to be strongly dependent on the window
size. Many authors note that selection of the appropriate window size is essential for achieving the correct trade-oft between noise
reduction and avoiding the introduction of bias. However, it is often overlooked that, in the case of non-stationary signals, the
optimal window size will vary with the dynamics of the signal. A multiresolution approach is outlined, along with criteria for
varying window size with respect to translation, based on evaluation of the residuals of the smoothed data in the local region.
Adaptive window polynomial smoothing is shown to be superior to fixed window smoothing for a test signal at various signal-to-
noise ratios.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

In a now classic paper, Savitzky and Golay [1] defined a FIR digital filter as the output of a least-squares poly-
nomial fit to the data in a local window. Although the frequency response of the unweighted Savitzky—Golay (SG)
filter is undoubtedly poor in terms of straight-forward frequency separation [2], the interpretation of the output as the
‘automatic’ realization of a polynomial least-squares fitting procedure has made the SG filter a popular choice in spec-
troscopy [3], voltammetry [4], and other fields such as biomedical monitoring [2]. The SG coefficients for arbitrary
order (length) and polynomial degree may be derived analytically [S] or from a table [6], and the filter may imple-
mented efficiently as a convolution operation. Improved implementations of the SG filter (e.g., as specified in [2]) now
allow for non-uniformly spaced data [7], and for non-symmetric polynomial estimation [8,9]: causal or anti-causal SG
filters may therefore be applied.

More recently, researchers have focused on adaptive and multiscale extensions of the SG approach [4,10,11]. This
work is motivated by the recognition that appropriate selection order and degree parameters of SG filter is problematic.
Indeed, the implementation example provided in a much referenced volume [12] demonstrates the principle of trade-
off between noise-reduction and signal preservation. For given degree, larger-order filters effectively suppress noise,
at the expense of distorting smaller scale signal features, and generally features that are poorly approximated by a
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polynomial over a particular spatial scale [13]. Smaller-order filters preserve smaller scale filter features well, with the
disadvantage of being less effective at suppressing noise [12]. For fixed order, a similar argument is made for varying
the degree of the polynomial [4].

It is clear that whether adapting order or degree to suit the data at hand, the ideal degree of model responsiveness
for a particular local region is dependent on both the complexity of the (unknown) underlying signal and the relative
amplitude of the noise. A reasonable approach is to increase the model responsiveness until just sufficient to capture
the dynamics of the signal. Obviously if insufficient model flexibility is allowed, the model will underfit, whilst ‘extra’
flexibility will result in some fitting to the noise, serving to decrease the goal of noise-suppression. The problem is
a challenging one because the optimal level of model flexibility is generally not constant; as in the example in [12],
the signal is often non-stationary—some local regions are characterized by slow changes in level, while the signal
changes more rapidly in other regions.

Recent work [4,10] has focused on adapting the degree of the polynomial filter to the local characteristics of the
signal whilst keeping the order constant. The polynomial degree is progressively increased until the fit quality (as
measured by the residual sum-square) displays statistically insignificant improvement. Another report [11] focusing
on a data with relatively abrupt level shift, proposes adapting the SG filter length in order to optimally balance the
competing goals of reducing bias and uncertainty. The statistical assumptions regarding the known measurement
uncertainty are tested, and the filter length reduced until there is relative confidence that approximation difference is
accounted for by uncertainty from noise, rather than approximation bias.

In the current work, a framework is developed which utilizes the SG filter as a multiscale transform and tests the
statistical properties of the residuals in a region that is itself scale dependent. The tests of residuals amount to a test
for bias in the estimate; the largest filter size that does not violate the test of residuals is used to produce final filtered
output.

2. Theory

There exist a number of alternative methods for computation of a least-squares polynomial filter, of varying com-
plexity and efficiency [14]. Gram polynomials, for instance, represent a flexible and efficient approach [15]. Since
the current application is quite straight-forward; evenly spaced data points, a query point in the filter centre, and
smoothing, rather than derivative approximation, an intuitive formalism [12] based on solving a system of polynomial
equations is presented. The smoothing SG filter coefficients ¢[n] operates via convolution on noisy data y[i] with
parameters polynomial degree M and filter length 2N + 1:

N
Slil=y®®= Y yli —nlln]. (1)
n=—N
It is possible to compute least-square instantaneous fit via simple convolution with the filter ® = ¢[n] because the
least-squares polynomial fit estimate is only required for the time point i = [i —n]|n = 0. For a symmetrical filter, the
output should correspond to to a least-squares approximation of y[i] fitted on the data in local region {y[i — n]}" N

using a polynomial of degree M, ag + ajn + - - - +ayn™ = agy for n = 0. Given a Vandermonde-type matrix S whose
entries

S=S8n,ml=n", n={-N,...,N}, m={0,..., M} 2)
are treated as the sampled polynomial basis functions {1, n, ..., nM }, then the vector of a[m]’s as a function of y[n]’s
is

a=alml=@"-97"- "y (3)
and this least squares approximation simplifies to

M
¢lnl =Y {S"-8)7'}10,mIn"™, “)
m=0

where the indexing [0, m] implies that only a single row to the inverse matrix (at n = 0) is required for computation.
Since the higher order polynomial components disappear when n = 0, the filter coefficients ¢[n] = ap, and do not
depend on the input data.
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It is straight-forward to extend the standard SG filter, with fixed filter length N, in order to create a multiscale
polynomial transform

k

i k1= yli —nl¢*[n] (5)

n=—k

with the set of variable length symmetric Savitzky—Golay filters {¢*} of length 2k + 1, noting that for filter sizes
2k + 1 < M, the polynomial approximation is perfect, and no filtering takes place.

This paper is concerned with the issue of generating an filter that, given input y[i] and fixed degree M, adapts
the filter size with the goal of minimizing the total estimation error, which is considered to be a combination of both
model bias b[i, k] and model estimation error e[i, k]. Assuming an underlying signal x[i] and zero-mean uncorrelated
white noise n[i]; y[i] = x[i] + n[i] and given the output of a degree M, fM[i, k] = x; + bj; + ejr, the ideal filter
length k at translation i is one that minimizes

Ele[i, k]| = E|b[i, k]| + Elel[i, k] (6)

In the context of polynomial curve fitting, model bias arises when the polynomial order of the local signal curve
x[i —nl, {n =—k, ..., k} is greater than M and the estimate y[i, k] consequently under-fits the signal. The expected
model error magnitude E|e[i, k]| due to noise n[i], from classical statistical theory will decrease in proportion to
1/4/2k + 1.

The expected magnitude of the model bias E|b[i, k]| = 0 for 2k + 1 = M and generally increases with k in pro-
portion to the magnitude of higher signal moments encompassed within the window. However, this increase in bias is
not necessarily monotonic, due to spurious concurrence of under-fit models with x[i]. Figures 1b and 1c display the
absolute residuals of the multiscale SG filter (or model bias, since the input is noise free)

|R[i, k1| = |yli, k] — x[i]| = E|b[i, k]]. (M

on a noise free Gaussian (Fig. 1a).

In Fig. 1b, which displays the residuals of a multiscale SG filter with M = 0, bias generally increases in the
region of the Gaussian as filter length k increases. Of interest are the regions around i = 8.5, 11.5, where bias is low
irrespective on filter length. At these points, despite generally poor polynomial approximation over n = {—k, ..., k}
(a simple constant average in this case, since M = 0), very little bias occurs at the query point n = 0, since the higher
order components ‘balance out’ the fit on either side of the symmetrical filter. Put in a more technical way, the SG
filter preserves exactly moments up to M + 1 and thus the contours (Figs. 1b and 1c) reflect the absolute (M 4 2)th
derivative of the input signal.

The implication of this phenomena is that even for noise free signals, the residuals R[i, k] are an imperfect estimate
of true model fit; Eq. (7) holds only in the narrow definition of model bias measured not over all query points n =
{—k, ..., k} but only for n = 0. This is a natural consequence of the fundamental computational advantage of the SG
filter, which computes the approximating polynomial only for a single point.

Returning to the aim of estimating the filter lengths k that minimize Eq. (6) for all i, a ‘comprehensive’ approach
would be to minimize a cost function with respect to k, such as

P ij (Ui k — yli 1)+ T (8)
’ Qk+1) =, ’ V2k=M+1’

where $[i, k]" is the polynomial approximation at query point n,! and o is an estimate of the noise variance. Note
that in Eq. (8), y[i 4+ n] represents the input data at translation i and offset n. For particular translation i and scale k
(filter length), the set of values y[i, k]"|n = {—k, ..., k} is the polynomial approximation of the windowed input data
yli 4+ n]ln = {—k, ..., k}. This approach is unappealing since, as well as requiring an estimate of o2, it requires
calculation of all query points n, and avoiding this computation is a principle attractive feature of the SG filter.

L As opposed to the standard use of the Savitzky—Golay filter (i.e., 3[i, k]) which only calculates an approximation at the instantaneous query at
n = 0. Thus, calculation of y[i, k]" involves a significant increase in computational expense.
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Fig. 1. Residuals of multiscale filtering of noise free Gaussian (a). Residual of SG filters with order 0 (b) and order 2 (c) polynomials are shown.
Lighter values indicate larger residuals.

The approach proposed here utilizes the fact that for given k, there is overlap between nearby SG estimates;
specifically, since

Rl k)= 3li, k] — y[i]= f({y[i = k], .... y[i +kI}), €))

then the input point y[i] affects the set of residuals {R[(i — k), k], ..., R[(i 4+ k), k]}. Characteristics of the input
signal that generate bias around y[i] is therefore reflected not only at the residual R[i, k], but at its neighbors as well.
Since these neighboring residuals are available ‘for free,” it is worthwhile to establish whether a function of the form

Yli, k1= f({RIG — k), k], ..., RIG + k), k1}), (10)

which is designed to indicate adequacy of model y[i, k], may prove a useful basis for adaptively determining filter
lengths k.

There are many options in choosing the function f (in Eq. (10)), and the ideal choice would be expected to depend
on the known characteristics of the noise and signal for the particular application in question. For example, f be some
form of statistical test-of-residuals, yielding an estimate of model adequacy. The reasoning is as follows: if the local
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residuals (in Eq. (10)) are significantly different from those expected from the noise model (not having a mean zero,
for instance), then it may be assumed that signal components are incorporated in the residuals, the polynomial model
is under-fit, the denoised signal subject to bias and k£ must be reduced. However, this not being the case, a larger k
is to preferred in order to reduce the variance of the estimate. This is because shorter filter lengths k represent more
freedom or adaptivity in the estimate. An unnecessarily adaptive model is more susceptible to noise. Thus the rule
“use the largest filter length possible that does not introduce bias” should give a reasonably good approximation of the
ideal filter length. This approach is satisfying from a scientific point of view, as the signal as whole will be estimated
using the rule of ‘simplest sufficient model.’

The criterion for determining whether bias exists that is implemented here relies on the assumption that the noise
n[i] is an uncorrelated process: there is no time dependence between subsequent measurements of n[i]. This implies
that if there is an correlation between subsequent residuals R[i, k] of the polynomial approximation y[i, k] in the local
region {i{ —k, ..., i +k}, then R[i, k] may be suspected of comprising non-noise (i.e., signal) energy. Thus, correlated
residuals are an indication that there exists unapproximated signal structure, and therefore that the filter length is
too large. Although higher order correlations may be tested for, our simulations indicate that a first-order correlation
coefficient is sufficient for real-world signals. For brevity, we shall avoid the subscripts i, k by first defining lagged
local residuals in the region around i, as described in Eq. (10) with 0 =r[h) ={R[G — k), k],..., R[(i +k — 1), k]}
and r! = r[h] = {R[( — k + 1), k], ..., R[(i + k), k]}. The first-order autocorrelation is calculated by substituting
Pearson’s correlation:

0 _ 20yl _ gl
Pl K = g, ) = 2=t D 1) (11
\/Z (rO _ I-.O)Z Z (I‘l _ f‘1)2
with " denoting the mean of the nth lagged local residual vector.

Defining the subset {{[i, g1}V [i, ¢] < Wit for all {g=1,..., O} and fixed i, the optimal filter size is defined as
k*[i]= Q — s, where s is some small positive integer, and wcrit = 0.3, an established criterion r for this measure. The
adaptive window SG filter (AWSGF) output y*[{] is calculated from Eq. (5) as y*[i] = y[i, k*[i]]. It may be imagined
that at each translation, the data is filtered using a gradually increasing filter, until the point at which first-order residual
correlations become significant. The actual filter used is of length s less than the filter that produces significant residual
correlations. Taking this approach produces a smoother and more reliable estimate of the optimal k*[i] than using a
smaller I/fcrit, as for moderate sample sizes, correlation coefficients below 0.3 are somewhat unreliable. The following
experiment used s = 10.

Finally, we emphasize that above we have utilized a particular assumption regarding the noise process (no first-
order correlation) and measured this using a particular statistical tool (Pearson’s r). Depending on the application, a
number of criterion may applied the task of differentiating between noise versus signal plus noise in the local residuals.

3. Results

The performance of the AWSGF was compared with that of the SGF using a synthetic signal with additive noise
at varying signal-to-noise ratios (SNRs: 64, 32, 16). The synthetic signal was constructed from a sum of Gaussians
of various dilations, sampled at 1024 points, with the general aim of constructing a signal typical for chemical and
spectroscopic applications. Second-order Savitzky—Golay filters were used in each filter case. There is no standard
way to select the filter length of the SGF, and it was desirable to discount the possibility of obtaining suboptimal
SGF performance due to inappropriate choice of filter length. Thus the SGF output at all filter lengths was compared
with the signal, and the best performing filter (between k = 11 and 16, depending on SNR) was chosen as the SGF
output. The AWSGF operated as usual, having access to only the noisy input signal. Since an ideal, rather than typical
estimate of SGF performance was obtained, the result was a more rigorous test of the AWSGEF. The performance of
both filtering methods was assessed 10 times over each input noise condition using the SNR improvement (SNRI):

Ll = 34> log > (liD? )
> (nli])? S (fiD?

Figure 2 illustrates the operation of the AWSGF on the noisy synthetic signal.
The mean SNRI performance and standard deviations are shown below in Table 1.

SNRI = 20 <log10 (12)
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Fig. 2. AWSGF operation on synthetic noisy data. Displayed is the input signal (a), the matrix of residuals R[i, k] (b), and the model adequacy
first-order correlation matrix v/[i, k] (c) along with a line denoting k*[i]. The AWSGF output $*[i] = J[i, k;“] (solid line) along with the noise-free
input signal (dashed line) is shown in (d).

Table 1
Means and standard deviations (in italics) comparing the SNR improvement
performance of standard and adaptive window Savitzky—Golay filters

Initial SNR
64 32 16
SGF 43.01 49.44 50.35
2.24 2.10 3.42
AWSGF 56.30 58.83 50.46
4.50 6.59 6.37 N =10

The results of a two-way analysis of variance (ANOVA) indicated that the strongest effect was the overall better
performance of the AWSGF compared to that of SGF (F =41.28, p < 0.0001). However, this effect was somewhat
inconsistent over various SNRs, as was indicated by a significant interaction between SNR and filter type. Table 1 also
shows that the performance of the AWSGF was more variable than the SGF.

4. Discussion

The present study compared an adaptive filter length approach with the conventional fixed length Savitzky—Golay
filtering, in a context where the SGF would be expected to perform optimally. The results, while not overwhelming,
indicate that adapting the length of the filter can produce better SNRI even in a context where the SGF already does
very well.

Figure 2 illustrates a typical run of the AWSGF, and visual inspection of AWSGF behavior over a large number of
runs indicated that first-order correlations are a reliable indicator of bias in a polynomial approximation. As Fig. 2¢
shows, the AWSGF used very long filter lengths at points where the input signal is characterized by slow changes, and
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much shorter filter lengths in the regions of fast dynamics; changes in filter length were quite smooth and consistent.
This resulted in very good noise reduction in flat regions, whilst introducing relatively little bias near the higher
dynamic regions (Fig. 2d). However, close inspection of this figure shows that a certain degree of bias is still present
in the AWSGEF output.

From Table 1, it is clear than both the SGF and AWSGF produced a strong improvement in the SNR. Although the
AWSGF did perform significantly better, the performance improvement may not have been as consistently marked
due to: (a) the previously mentioned ‘ideal’ filter length determination for the SGF, (b) the strong performance of both
systems on this particular input signal. Tests performed on other forms of input signals (such as those incorporating
discontinuities), in which a filter with any fixed length will invariably produce a large degree of bias/small degree of
SNRI, show a very strong improvement in the AWSGF over the SGF. Finally, the results of the current study indicate
that high degrees of additive noise appeared to make it more difficult to detect first-order correlations.

The primary goal of the present study is to introduce and test a framework for adapting the length of the SGF in
response to local data characteristics. It is not recommended that applied researchers replace the SGF by implementing
the AWSGEF in its current form. As with any data-adaptive approach, the behavior of AWSGF needs to be tested
in a wide range of situations. Further work also needs to concentrate on efficient computational implementation,
refinement of the model adequacy measure, and a number of advanced issues, such as non-central, non-symmetric
filtering. Despite the computational and conceptual complexities introduced by an adaptive filter of this type, it clearly
provide an effective approach for balancing the competing goals of bias and noise reduction, as they change over the
local regions of the signal.
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