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Abstract— Infants become sensitive to the regular behavior
of their caregivers by the end of 4 months old. In this paper,
we propose a communication system for a robot to acquire
early communication. The acquisition of the communication
is proceeded by the interactions of the three components; the
memory module, the reward prediction module and the internal
state module. The emotional change triggers the transfer of the
sensor data stored in the short-term memory to the long-term
memory. Once the memory segments are formed, the sensor
data are compared with them. When the coincidence of the
starting signal of stored data with the sensor data is detected, the
prediction of the reward begins. The responses of the simulated
robot with the proposed system are examined with and without
the memory module when the caregiver takes the regular and
irregular peekaboo communication. The results partly explain
the behaviors observed in infants.

Index Terms— reward prediction, memory, emotion, peeka-
boo, early communication

I. INTRODUCTION

Recently, various kinds of robots such as humanoid robots
and android have been developed that are intended to com-
municate with humans [10]. Such kinds of robots should be
evidently endowed with an adaptive communication ability.
On the other hand, the knowledge about human adaptability
in communication is not sufficient for applying the theories to
the communication robots. It will be helpful to make a model
and validate it using a virtual infant robot so as to investigate
the underlaying mechanism about how the humans develop
adaptive communication ability [1].

From the day an infant is born, the intimate communi-
cation between the infant and the caregiver starts. At first,
the communication seems very reflexive. However, as the
development proceeds, the infant seems to learn to understand
how to respond to the caregiver’s behavior.

Infants studies show that infants become to sensitive to
the regular behaviors of caregivers by 4 months after birth
[6]. In the same month of development, infants begin to
adjust the timing of the communication of their own mothers
and, furthermore, generalize the timing so that they show the
same response to unknown person whose timing is the same
as their mother’s [5]. When the interchange begins between
infants and caregivers, the infants develop an ability to predict
interactions with social partners [5].

Rochat et al. [6] investigate the responses of 2, 4 and
6 month infants to regular and irregular peekaboo com-
munication. Two month old infants show equal attention
and smile levels both to regular and irregular peekaboo
communications. However, 4 and 6 month old infants show
less attention and more smiles to regular peekaboo than to
irregular peekaboo.

These experiments indicate that after 4 months (1) in-
fants memorize the behavior of caregivers, and (2) adjust
the timing with expectation of the next behavior based on
the memory. We hypothesize that two emotional processes
take important roles in these processes. The first process
is the memorizing. In brain science, it is observed that the
emotional stimulus of the amygdala effects to the pathway
from the cortical to hippocampus, and the memory of the
events before and after the stimulus is strengthened [4] [2].
The second process is the prediction of the reward. In brain
science, it is well known that the dopamine neuron in basal
ganglia takes an important role in reward prediction [11].

In this paper, we propose a model for a robot to acquire
the new communication based on the reward prediction. The
system keeps the sensor data in short term memory and puts
into the long term memory when the value of internal state
corresponding to the emotion is increased. Once the memory
is formulated, the sensor data is compared with it and the
robot expects the regular response of the caregiver. With this
model, the robot can acquire the early communication, peek-
a-boo.

In the following, first, the communication model of peek-
aboo is introduced with a proposed model. Then, the details
of the each module in proposed system are explained. Next,
the experimental results are shown, and finally discussion and
the conclusions are shown.

II. PEEKABOO IN COMMUNICATION

A. communication model of peekaboo

The aim of this study is to propose a system to acquire
an early communication. The system is supposed to be
endowed with the learning abilities to learn the regular
behavior and to adjust the timing of the communication.
Peekaboo is a good example of such communication. In
developmental psychology, peekaboo is treated as one of the



communications in which infants adjust to the emotions and
affections of caregivers, and often used in experiments to
examine the infant abilities to detect regular social behaviour
in communications and to predict certain behaviors [6].

In this section, the acquisition and expectation system
based on the reward prediction is proposed and it is explained
how the system works in the example of peekaboo commu-
nication.

B. communication before memorization

Without the memory, the robot cannot compare the sensor
data with anything. In this stage, the robot should detect
what is a communication unit. However, it is a difficult
problem to segment the certain communication unit from the
sequential data. We propose a system in which the internal
state (emotion) takes an important role in segmentation of
situations.

Fig. 1 shows the process of the pekaboo communication
when the robot does not have a memory of the communi-
cation. In this communication, the internal state of the robot
changes as follows,

1) When the caregiver hides his/her face by the hand, the
robot becomes surprised due to the sudden change.

2) When the caregiver says ”peeka...”, the robot becomes
pleased to hear the caregiver’s voice.

3) While the caregiver hides his/her face, the robot be-
comes bored with the no change of the situation.

4) When the face of the caregiver appears again with the
voice ”...boo”, the internal state of the robot changes
its values largely with the sudden appearence of the
face with the loud voice.

5) The robot memorizes the sensor data for the certain
period around the moment at which the internal state
changes largely.

Fig. 2 shows the proposed system and how it works in
this process. The system consists of three modules; memory
module, internal state module and reward prediction module.
In the communication process mentioned above, the sensor
data are input to the memory module and the internal state
modules (a). The sensor data for certain period as well as
the internal state are memorized in the short-term-memory
all the time like a flight records (b). When the internal state
changes largely, the trigger to transfer the short-term-memory
to long-term-memory is sent from the internal state module to
the memory module (c), and the new memory is segmented
and constituted (d).

C. communication after memorization

After the memory constitutions, the reaction of the robot
changes as shown in Fig. 3.

1) When the caregiver starts to hide his/her face by the
hand, the robot compares the sensor data with the

4

5

Rearer Robot
memory

hide face with hands

「peeka」

detection

「boo」

detection

Fig. 1. The communication model in the case of no existing memory

Sensor Information

Visual 
sensation 
 
Auditory 
sensation

Memory module

Internal state (emotion) module

short-term

long-term

Facial expression

pleasure

arousal

(a)

(b)

(c)

(d)

Reward prediction module

Fig. 2. The case of no existing memory

memorized data, and finds the memory that is similar
to the current experience.

2) While the caregiver hides his/her face, the robot expects
and predict the next behavior of the caregiver based on
the memorized data.

3) When the face of the caregiver appears again with the
voice ”...boo”, the robot compares the current sensor
data with the memorized data, and changes its internal
state based on the matching result.

4) The robot changes its facial expression based on its
internal state.

In this process, the modules in the proposed system work
as shown in Fig. 4. The sensor data are input to the memory
module and internal state module as the previous process (a).
The sensor data is all the time compared with the memorized
data. When the matching is successful, the memory module
sends the trigger to the reward prediction module which
monitors the sensor data and predicts the future reward (b).
Depending on the resultant difference between the sensor data
and predicted one, the reward prediction module sends the
error to the internal state module, which causes the increase
(pleasure or surprise) or decrease (uncomfortableness) of in-
ternal state (c). Finally, the robot shows the facial expression
based on the internal state (d). In the next section, the details
of each module are explained.
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III. ACQUIRING AND EXPECTING PEEKABOO

A. memory module

The memory module has two functions; memory formation
and comparison. Both functions are realized by the short-term
and long term memory. The short-term memory is the record
of the sensor data, the internal state and the reward for certain
time period. The short-term memory updates the record all
the time: old data are overwritten by the new one.

When the internal state value exceeds the certain thresh-
old, the internal state module triggers the formation of the
memory: transition from the short-term memory to long-term
memory. However, this transition is not just the copy of the
short-term memory. When the recorded data in short memory
contains another point with strong emotion (high value of
the internal state), the long-term memory is formulated using
the data from the previous point with strong emotion to the
current point with strong emotion (Fig. 5).

The current data are compared with the long term memory
segments. Here, only the first two sets of the data (the
data at t and t + 1) are compared. When the matched
memory are found, the following comparison starts and the
data are compared all the time with the matched memory.
The comparison is not exact matching. Some tolerance are
permitted both in the value and the timing.

B. reward prediction

The properties of the dopamine neuron activity can be
explained by the reward prediction. The neuron is activated
when the reward comes. However, after the signal (the
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Fig. 5. Long-term memory formation

behavior or the event) that precedes the reward is learned,
the dopamine neuron is activated when the signal is detected.
These activation patterns are modeled well with the TD error
in reinforcement learning [11] [8],

δ (t) = r (t) + γV (t) − V (t − 1) (1)

where r(t), V (t) and γ are the immediate reward, the
estimated reward and the discount factor, respectively. Here,
two kinds of reward r(t) are calculated based on the sensor
values,

r (t) = Rg (t) + Rs (t) , (2)

where Rg and Rs are the reward functions based on the
image and the sound sensors, respectively. They are given
as follows,

Rg(t) =

{
1 when the caregiver’s face appears
0 else

(3)

Rs(t) =

{
1 when the sound level exceeds the threshold
0 else

.

(4)
The estimated reward V (t) is updated by the TD error
learning,

V (t) ← V (t) + αδ(t). (5)

Here, the discount factor γ is set to 1.0.

C. internal state

The internal state of a robot is constructed based on
a human affect model. Numerous human affect models
have been proposed. Among them, the circumplex model
of the affect proposed by Russell [7] is adopted in our
model because correspondence between the internal state



TD error

: reward

: reward expectation

Reward occurs 

No prediction

Reward occurs 

Reward predicted

No reward occurs 

Reward predicted

r

V

δ

r

V

δ

r

V

δ

δ (t) = r (t) + γ V (t) - V (t - 1)
r

V

Fig. 6. Dopamine model

and facial expressions is relatively simple as explained later.
In this model, it is assumed that the “arousal-sleep” axis
and “pleasure-displeasure” axis are the most fundamental
dimensions and that numerous different affect categories can
be assigned to each as shown in Fig. 7.
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Fig. 7. Russell’s two dimension emotion model

The robot’s internal state S, consisting of two, independent
variables, can be expressed as follows:

S = (p, a)
{

(0 < p < 1)
(0 < a < 1) , (6)

where p and a indicate the levels of pleasure and arousal,
respectively, located in the space represented in Fig. 8. The
corresponding facial expressions are shown in Fig. 8. The
robot’s internal state changes in the form of a relaxation
dynamic equation:

τ Ṡ = −S + Σrj + S0, (7)
Σrj = ri + re, (8)

where S0, τ , and rj are the internal states for the original
point, the decay time constant, the effect of the external stim-
ulus, respectively. ri and re are the variables that effect to
the internal state when none of the stored memory segments
are matched nor matched, respectively. re is modified by the
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Fig. 8. Facial expression

error of the matched timing.

re = Σe−φx/φ0rx, (9)

where x indicates the sensor type and φ is the timing error.
The value of τ is changed so that the speed of the increase
of the internal state becomes higher than that of decrease.

D. interest level

In addition to the internal state, the interest level is intro-
duced that corresponds to the attention to the caregiver’s face.
This relates to the habituation that is one of the important
factors to evaluate the infants behaviors in [6].

I = 1.0 − habm × time

at
(10)

where time is the time since the robot begins to attend to
the caregiver’s face. habm is the repeat counts of recalls of
the same memory. at is the variable that changes depends on
the detection of caregiver’s face.

at =


100 (face appear)
150 (face hide → face appear)
80 (face appear → face hide)

(11)

IV. EXPERIMENTAL RESULTS

To validate the proposed system, the simple communica-
tion experiments are examined.

The proposed system is implemented in a computer simu-
lation. Fig. 9 shows the schema of the experimental environ-
ment. The robot is modeled as the computer graphics using
OpenGL. The sensors that the robot has are the camera and
microphone, and it shows the facial expression on the LC
display based on its internal state as shown in Fig. 8. The
facial images of the caregiver that are recorded in advance
are used to evaluate whether the faces are hidden or not.

The examined communication experiment corresponds to
the research of Rochat et al [6]. They examined the responses



microphone

display camera

human (caregiver)

Fig. 9. Experimental environment

of infants aged 2, 4 and 6 month to regular peekaboo and
irregular peekaboo. In the same way, we present the baby
system the following peekaboo with and without memory
modules,

1) regular peekaboo: The caregiver hides the face by the
hands and waits some moments with saying ”peeka...”. After
that, the caregiver exposes the face with saying ”..boo”. The
caregiver repeats this behavior twice.

2) irregular peekaboo: The caregiver hides the face by
the hands and exposes the face without saying ”peekaboo”.
Or the caregiver only says ”peekaboo” without hiding the
face. The caregiver shows this abnormal peekaboo after the
normal peekaboo.

Figs. 10-13 are the time courses of the interest level, the
internal state, the reward, detection of the face, and detection
of the sound. The images shown above the graphs are the
input image to the robot and the facial expressions of the
robot. The frame rate of the data is around 0.075 [sec]. The
color near to blue indicates the low value, and the color near
to pink indicates the high value. The values of the interest
level, the internal state and the sound are continuous. On
the other hand, the values of the reward and the detection
of the face are binary. In detection of the face, ”1” means
that the face of the caregiver is detected, and 0 means not
detected. The red and green lines indicate the starting and
ending points of regular peekaboo, respectively. The yellow
and blue lines indicate the starting and ending points of the
irregular peekaboo, respectively.

Fig. 10 shows the responses of the baby system without
the memory module to the regular peekaboo. The data show
the responses to two peekaboo behaviors of the caregiver.
Because the robot cannot form the memory and, therefore,
cannot predict the caregiver’s behavior, the responses of the
emotions and the interest level show the same time courses.

Fig. 11 shows the responses of the baby system without
the memory module to the irregular peekaboo. Firstly, the
normal peekaboo is given, then two abnormal peekaboos
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Fig. 10. The responses to the regular peekaboo without the memory module

(peekaboo without voice and peekaboo without hiding the
face) are given. The responses do not change regardless
of the normal and the abnormal peekaboos, because the
robot cannot compare the communications. These results
correspond to the observations of Rochat et al. [6]. in which
two months aged infants show the same level of attention
and wondering both to the regular and irregular peekaboo.
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Fig. 11. The responses to the irregular peekaboo without the memory
module

Fig. 12 shows the responses of the system with the memory
module to the regular peekaboo. The robot shows the arousal
to the first peekaboo, while it shows the pleasure to the
second peekaboo thanks to the matching of the sensor data
with the stored memory.

Fig. 13 shows the responses of the system with the memory
module to the irregular peekaboo. In the second peekaboo,
when the caregiver hides the face with the hands, the robot
starts to predict the corresponding behavior of the caregiver.
However, in this time, the caregiver does not show the ”..boo”
and keeps hiding the face. So, the robot shows the facial
expression of surprise (red circle in the figure).

Rochat et al. show that the infants show more smiles
and less attentions in regular peekaboo than in irregular
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peekaboos. These results correspond to this observations.

V. DISCUSSIONS AND CONCLUSION

This paper proposes an early communication acquisition
model that utilizes the reward prediction and the memory,
both of which are closely related to the emotion (internal
state). The simulated robot model with the proposed model
show the similar responses to the regular and irregular
peekaboo communications as the experiments in infants.

The proposed model is only the first stage to the early
communication acquisition system. There are many impor-
tant things left behind or too simplified. One of the most
important issues is the memory model. In the current system,
the sensor data are stored in the short term memory like the
flight recorder, and the large emotion (internal state) change
triggers the transfer of the short term memory to the long term
memory. The experiment examined in the current system treat
only one experience and did not test more general cases in
which many memory segments could be generated and cause
the problem of memory consolidation. The recurrent neural
network model may have the superiority to consolidate the
sequential data [9]. As the next stage, we would try the more

improved memory model so as to cope with the more general
situations.

As Rochat et al. mentioned, infants show the different
responses in peekaboo game in their developmental stages.
In this paper, we model a peekaboo as the communication
in which an infant passively observes the behavior of his/her
caregiver. As the next stage, it is interesting to make a model
that explains how infants begin to play a peekaboo game and
to enjoy turn-taking with others. Mirza et al. already propose
an interesting model in which the peekaboo game emerges
as a robot’s behavior based on its own experience and the
stimulus from the environment [3]. This model might explain
one of the contributing factors how infants begin to play the
peekaboo game of their own motive. However, it is still an
interesting question how the turn-taking game emerges based
not only on the self experience but on the recognition of
others It is after 6th month that infants begin to play the
peekaboo game, and it is also the same period that the shared
attention and the imitation of behaviors begin.

The issue that we would like to approach next is how
the emotion model of others affects to the acquisition of
communication. In this paper, the pleasant level of the
internal state increases when the caregiver’s face appears
or the reward is predicted well. However, the sympathy
seems inevitably one of the important factors to evoke the
communication. We are now planning to extend the proposed
model to include the other’s internal model and to examine
how the communication acquisition changes with it.
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