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Abstract—Simultaneous learning of multiple functions is one
of the fundamental issues not only to design intelligent robots
but also to understand human’s cognitive developmental process
since we, human, do so in our daily lives but we do not know
how to do. Drawing an analogy to the well-known bias in child
language development, we propose the mutual exclusivity selection
principle (µX principle) for learning multi-modal mappings: se-
lecting more mutually exclusive output leads experiences to make
underdeveloped complementary mappings more disambiguated.
The µX principle is applied to multi-modal joint attention with
utterances for lexicon acquisition, and synthetically modeled in
both intra- and inter-module levels of output. Through the series
of computer simulations, the effects of the µX principle on the
mutual facilitation in learning multi-functions and robustness
against errors in segmentation of observation are analyzed.
Finally, the correspondence of the synthesized development to
infant’s one is argued based on the simulation with careful
behavior by a caregiver.

I. INTRODUCTION

Joint attention is one of the bases for communication, and
therefore has been a central topic in developmental psychology
[1], [2]. It has been reported that infants gradually come to
follow the gaze direction of adults toward wider regions from
about 12 to 18 months of age [1]. They seem to perform
not only through a single modal observation of the other’s
attention, i.e., looking at her gaze direction, but also through
another modality such as listening to her utterances. However,
the coordination among these different modalities does not
seem to have matured in the early period of development:
infants cannot refer to the gaze direction of adults when
they learn word labels of objects from the adults’ utterances
until about 18 months of age [2] although they have already
started acquiring word labels at this age [3]. What kinds of
mechanisms successfully constrain such a complex interaction
of the developmental processes of multimodal functions for
joint attention has been a formidable question.

On the other hand, learning multi-functions is one of the
fundamental issues for intelligent robots. How does learning
one function affect another one: is there a mutual effect of
learning acceleration, is it neutral, or is there deceleration? It
seems a feasible approach to start from reproducing the devel-
opmental process of an infant to acquiring multimodal joint
attention as an example task. Such a study is expected to con-
tribute not only to establishing design principles of intelligent

robots but also to synthetically modeling the developmental
process of joint attention in human infants as advocated in
cognitive developmental robotics [4]. It has shown that a robot
can acquire gaze-following only through statistically mapping
the caregiver’s gaze and locations when it finds something
salient [5], [6]. The statistical mapping approach has also
been adopted for modeling the development of word-to-object
mapping [7], [8], which could be utilized for word-driven joint
attention. However, these studies have focused only on either
modality. On the other hand, gaze-driven joint attention has
been shown to be necessary for statistical learning of word-
to-object mapping [9] as infants older than 18 months of
age do. However, the simultaneous learning of multimodal
joint attention has not been addressed. In considering multi-
functional development where functions are complementary to
each other, such as gaze-driven and word-driven joint attention,
the learning progress of one function can facilitate that of the
other.

It has been reported that children exhibit mutually exclusiv-
ity bias in language acquisition, i.e., a tendency to associate
novel word with novel object [10]. Generalizing it for a
developmental mechanism of multimodal mappings, mutual
exclusivity selection principle (hereafter the µX principle) is
introduced: selecting more mutually exclusive output leads ex-
periences to make underdeveloped complementary mappings
more disambiguated. The µX principle is considered in both
intra- and inter-module levels of output although a previous
work on visuo-tactile binding has considered it in the level
of mapping only [11]. In the intra-module level, mapping
representing the correlation between discrete representations
is used to calculate output not only reflecting the correlation
but also highlighting the more mutually exclusive correlation.
On the other hand, in the inter-module level, the outputs from
multi-functions are integrated through weighting each output
according to its mutual exclusivity. We expect such biases
successfully constrain the simultaneous learning process of
complementary functions because mutually exclusive output
of a module can be expected to disambiguate the output of
the other complementary module.

In this paper, we formalize the learning process of multi-
modal joint attention as the problem for mutually facilitative
learning of complementary functions based gaze-to-location



mapping and word-to-object mapping. After describing how
we implement the µX principle into the multimodal atten-
tional system, we report results from computer simulation
in three experimental settings. In the first experiment, the
effect of µX principle to mutually facilitate learning of multi
attentional module are analyzed in detail assuming that the
learner’s segmentation of the observation is perfect. Then,
the segmentation process is assumed to be imperfect in the
second experiment to examine the robustness against such
errors. In the third experiment, more plausible behavior of
the caregiver that promotes the learning process is considered
to highlight that the mutually facilitative effects occur in a
cross-modal manner where matured parts of each mapping
promote learning of immature parts of the other mapping. We
finally argue the correspondence of the simulation to the infant
development.

II. MULTIMODAL JOINT ATTENTION BASED ON THE µX
PRINCIPLE

A. Assumptions

Here, we focus on two types of joint attention (hereafter
JA), namely gaze-driven JA and word-driven JA, to formalize
the problem of multimodal JA. Suppose that there are several
objects around a learner and a caregiver, and that the learner
tries to acquire JA with the caregiver (see Fig. 1). In every
trial of JA, the caregiver tells a word label of an object that
the caregiver is looking at. The learner tries to look at the same
object without any a priori knowledge about the relationships
between the caregiver’s face pattern and the directions of her
gaze and between the caregiver’s word labels and the object
views named by the labels. To perform multimodal JA, these
relationships should be found and utilized for locating an
object that the caregiver is looking at.
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Fig. 1. Situation of learning multimodal joint attention

In order to acquire JA, the learner obtains its configuration
θ ∈ <Nθ that matches with a location (ex., joint angles or po-
sitions in the environment) from visual observation xv ∈ <Nv

and auditory one xa ∈ <Na , where Nθ, Nv and Na are the
dimension of configuration, visual and auditory observations,
respectively. We assume that the learner has already acquired
some kinds of discrete representations of the world. Segment
vectors, r̄ ∈ <Mr , ḡ ∈ <Mg , w̄ ∈ <Mw , and p̄ ∈ <Mp denote

the discrete representations of configuration, the other’s gaze
direction, the word label, and visual pattern, respectively. Mr,
Mg, Mw, and Mp denote the numbers of discrete represen-
tation for these referents. The i-th element of each segment
vector indicates to what extent the referent can be represented
by the i-th discrete representation. The segmentation functions
ḡSv : <Nv → <Mg and w̄Sa : <Na → <Mw that extract ḡ and
w̄ from the observation are assumed to be given and might not
be perfect (see Fig. 2 for an example of the segment vector
of the other’s gaze direction). Note that, hereafter, a bold
character denotes continuous multidimensional values while
a bold character with bar on it denotes a set of likelihoods of
discrete representation for a certain object.
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Fig. 2. Example segment vectors of the discrete representation for gaze in
the cases without and with errors in segmentation

B. Multimodal attentional modules

The proposed learning architecture consists of two atten-
tional modules, namely gaze-driven attention based on ḡ
and word-driven attention based on w̄, and an arbitrator to
integrate them into θ (see Fig. 3). Each of these modules
learns to output a configuration segment vector, r̄g ∈ <Mr

and r̄w ∈ <Mr to acquire JA based on the information of
gaze and words, respectively. The arbitrator finally outputs θ
by integrating r̄g and r̄w.
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Fig. 3. System of multimodal joint attention

1) Gaze-driven attention: The gaze-driven attentional mod-
ule is composed by a fixed segmentation function ḡSv and a
mapping function r̄M ḡ : <Mg → <Mr (see the upper box
in Fig.3). r̄M ḡ maps the discrete representation of observed
gaze ḡ onto the discrete representation of likely configuration
segment vector r̄g and is updated through the experiences.

r̄M ḡ is implemented by a two-layered fully connected
feedforward network. Each of Mg units in the input layer



encodes the value of each element of ḡ, and each of Mr units
in the output layer encodes one of r̄. In other words, the i-
th input unit encodes the i-th discrete representation of the
other’s gaze, and the j-th output unit encodes the j-th discrete
representation of configuration. The strength of connection
between the i-th input unit and the j-th output one is denoted
as r̄ωḡ,ij and represents the correlation between them.

Given an input ḡ, the activation of the j-th output unit
rag,j is first calculated as follows: rag,j =

∑Mg

i
rω̃g,ij ḡi

where a normalized connection strength rω̃g,ij is obtained
by normalizing rωg,ij . To implement the µX principle, the
normalization is given as follows:

rω̃g,ij = rωg,ij exp
(
−

∑
k,k 6=i

rωg,kj

σ2
g

)
(1)

so that the more the j-th output unit is correlated with the
i-th input unit and the less it is correlated with other input
units, the more the j-th output unit is activated. Note that σ2

g

is an insensitivity parameter for the mutual exclusivity. Finally,
the values of activation are normalized to output r̄g such as
r̄g = rag,j/

∑
k

rag,k. Note that the j-th element of r̄g indicate
the likelihood of the j-th representation of the configuration
to be selected for performing JA when considering only the
information of the caregiver’s gaze direction.

2) Word-driven attention: The process of the word-driven
attentional module is divided into visual pattern retrieval and
orientation toward the retrieved visual pattern. The function of
visual pattern retrieval is composed by a fixed segmentation
function w̄Sa and a mapping function p̄M w̄ : <Mw → <Mp

(see the bottom box in Fig.3). p̄M w̄ maps the discrete repre-
sentation of observed utterance w̄ onto the discrete represen-
tation of likely visual pattern segment vector p̄ and is updated
through the experiences.

A similar network used for r̄M ḡ is also adopted for p̄M w̄

to map w̄ onto p̄. Each of Mw units in the input layer encodes
the value of each element of w̄, and each of Mp units in the
output layer encodes one of p̄. p̄ is calculated from the input
w̄ through a process similar to that described in Eq. (1) with
an insensitivity parameter for mutual exclusivity σ2

w.
Finally, the visual orientation mechanism rOp̄,v outputs r̄w

to fixate a region that includes an image similar to the retrieved
image. We suppose that r̄Op̄,v are also given as a normal visual
tracking method. Practically, the implementation is described
by using the representation of segment vector as follows:

r̄w,j =

{
sj if sj > 0

(1 −
∑Mθ

j sj)/Ns otherwise
(2)

where sj =
∑Mθ

k p̄kejk indicates the total word-induced
saliency in the visual observation xv on the j-th configuration
while ejk indicates the existence of the k-th visual repre-
sentation of object there; output is 1 if it exists, otherwise
0. r̄w,j is the j-th element of r̄w and indicates probabilities
to be selected for performing JA when considering only the
information of the caregiver’s utterances.

C. Integration and learning based on mutual exclusivity
1) Integration: The arbitrator integrates the outputs from

both modules r̄g and r̄w based on the total mutual exclusivity
of each module. The integrated configuration segment vector
r̄ is calculated such as

r̄ =
µgr̄g + µwr̄w

µg + µw
, (3)

where µg and µw are the total mutual exclusiveness, which
is calculated as µg = maxj{r̄g,j}, and µw = maxj{r̄w,j}
respectively. Since each of r̄g and r̄w is normalized so that
the summation of its elements is equal to 1, they can be larger
in the case where only fewer elements have larger values, in
other words, there are more mutually exclusive output units.
Finally, either element of the integrated configuration segment
vector is used as the probabilities of discrete representation of
configuration θ to be selected for JA.

2) Learning: The attentional modules are updated accord-
ing to the experiences in each trial. A learner cannot always be
instructed as to whether the found object is the same as the one
the caregiver is looking at. Instead of relying on such detailed
instructions, it interprets its experience in an egocentric way:
if it finds some object in its focus of attention, it believes
that the object is also focused on by the caregiver. It has
been shown that it could acquire correct state-action mapping
from caregiver’s face pattern to joint angles to follow her gaze
from her face pattern based on such a belief. Practically the
joint angles that occasionally made it find something salient
were treated as the backpropagation signal [5] or as rewarded
action [6]. Such a belief is considered as valid also in this
problem. There is a statistical constraint where the object is
more frequently found in the corresponding location in the
direction of the caregiver’s gaze and it is more frequently
matched with the object referred to by the caregiver than at
the chance levels under the condition where it observes the
gaze and the word label of the caregiver.

Therefore, the connections of the mapping between both the
input and output units of which discrete representations are
experienced have been strengthened when it finds any object.
For the gaze-driven attentional module, the input unit with the
maximum element of gaze segment vector and the output unit
of the discrete representation for the selected configuration
are strengthened. Meanwhile, for the word-driven attentional
module, the input unit with the maximum element of word
segment vector and the output unit of the discrete representa-
tion for the selected object are strengthened. Since we adopted
a cumulative representation of correlation in the following
simulation, the constant value ∆ is added to strengthen the
connection weight. At the same time, the other connections to
the output units except for the selected one are subtracted ∆l

like lateral inhibition.

III. SIMULATION OF MULTIMODAL DEVELOPMENT

We conducted a computer simulation to show the validity
of the µX principle on the developmental process of multi-
modal joint attention. We first examine the effect of mutual-
facilitation in the simplest setting where the caregiver agent



behaves uniformly at random while the learner can perfectly
segment the caregiver’s gaze and utterances. The segmentation
errors are then introduced to argue the effect of the µX prin-
ciple on the robustness against segmentation errors. Finally,
we observe the developmental process of multimodal JA in a
more plausible setting for the behavior of the caregiver. After
introducing the basic settings for these simulations, the results
of the investigation are given in order.

A. Basic settings

Caregiver-infant interaction for instructing word label is
simulated in the following experiments. The learner and the
caregiver sit across from each other. The table between the
caregiver and the learner is divided into 100 locations. Ten
objects are randomly selected from 100 candidates and ran-
domly placed on either of these locations. Each object has
its own unique word label. In the following experiments,
Mr = 100, Mg = 100,Mw = 100,Mp = 100.

The caregiver repeats the instruction of a word label of a
certain object, that is, she looks at a location where the focused
object exists and utters its word label. The procedure in a
trial of the interaction is as follows. Ten objects are randomly
selected from 100 objects and distributed to locations that
are randomly selected from 100 candidates on the table. The
caregiver randomly selects one of them, looks at it, and tells
its word label. Note that the selection of the caregiver is
at random in the first and second experiments while it is
done in more careful manner in a way to consequently let
the learner proceed “learning from easy mission” [12] in
the third experiment. The learner then tries to find out the
location the caregiver is referring to by using its attentional
mechanism, which is under development. Note that, in the first
and second experiments, we also simulate the cases where
it uses different attentional mechanisms. The learner finally
updates its attentional modules according to the experiences,
whether it is successful or not in performing JA. Note that
we set σ2

g and σ2
w to the same values, namely 1.0, except for

the simulation to analyze dependency on them in the second
experiment. Note also that ∆ = 1 and ∆l = 0.01.

B. Experiment 1: mutual facilitative learning

We first ran 20 sets of 100,000 repetitions of interaction
to examine the effect of the µX principle on the learning
performance of each module. Fig.4 shows the transitions of
the success rate of JA, each of data points and its variance are
calculated by counting the success cases in the last 1,000 steps.
We can see that the success rates were approaching to 100 %
in four cases where the multi-modal attentional modules were
used for obtaining experiences. We call the attentional mech-
anism where the µX principle is applied both for output by
Eq.(1) and integration by Eq.(3), double-µXmultimodal (blank
circles); the one only for each output, intra-µXmultimodal
(filled triangles); and the one only for integration, inter-
µXmultimodal (blank triangles). The one without the µX
principle is represented by the curve with asterisks. Note that
when the intra-µX principle is not applied, output is calculated

by regarding that rw̃g,ij = rwg,ij in Eq.(1) and that when
the inter-µX principle is not applied, output is calculated
by regarding that µg = µw in Eq.(3). This graph implies
that the µX principle for output contributed to the learning
speed since the increases of the success rates for double-
µX-multimodal and intra-µX-multimodal were much faster
than those for inter-µX-multimodal and non-µX-multimodal.
This seems because the µX output by Eq.(1) could more
strongly bias the learner’s experience to be successful than
a straightforward output using the observed correlation, once
it had experienced successful JA in the similar situation.
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(a) Gaze-to-location mapping
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Fig. 5. Potential performances of (a) the gaze-to-location mapping and (b)
the word-to-object mapping

The success rates of JA did not reach 100 % when only
either of the multi-modal attentional modules, i.e., the gaze-
driven one (intra-µX-gaze: filled circles) or the word-driven
one(intra-µX-word: blank rectangles), was used where the µX
principle was implemented only for calculating the output of
each module. However, they are useful to illustrate how both
modules exhibited mutual facilitation. The potential perfor-
mance rates of the gaze-driven attentional module (see Fig.5
(a)) and the word-driven one (see Fig.5 (b)) were calculated by
letting all possible gaze or word label inputs to either module
at each learning step and then counting the cases where it
succeeded in outputting the correct location or visual pattern.
The potential performance of the gaze-driven module acquired
based on intra-µX-gaze (filled circles in Fig.5 (a)) and that
of the word-driven module acquired based on intra-µX-word
(blank rectangles in Fig. 5 (b)) seem to show that it could not
sufficiently improve the gaze or label mapping if it obtained
the experiences by using corresponding mapping. On the other
hand, there seems to be a facilitative effect on the success rate
of the opponent module and a mutually facilitative effect in
the case of intra-µX-multimodal (filled triangles in Figs. 5 (a)
and (b)). This might suggest that the experiences based on a
certain mapping are suitable to modify an opposing mapping
but are not suitable to modify itself, and therefore, illustrate



that the µX principle allows the effect of mutual facilitation
between constituting each mapping.

C. Experiment 2: robustness against segmentation error

The learner cannot escape from the problem of segmenta-
tion, that is how discrete representations can be assigned to the
current observed data, especially in the real world situation.
If we suppose that the learner must develop not only the
mappings but also the mechanism of segmentation, the ro-
bustness against the segmentation error would be required for
the learning system. Since the current system has multimodal
modules, the system had better regard output from a module
receiving input with less segmentation error. We expect that
the proposed method of integration, that is inter-µX , serves
the robustness against such a situation since it determines the
contribution weights of modules according to the degree of
disambiguation of their outputs.

To test this kind of robustness, segmentation errors were
introduced into the input layer in the second simulation.
We divided the discrete representations for inputs into two
groups that involve different degree of the errors. In easy
group, we suppose that there are no errors in segmentation.
In other words, elements of the input segment vector within
this group can be 0 or 1. In difficult group, however, the learner
can basically assign correct representation but somehow mis-
assign different ones to the observation. The degree of the
correctness of the segmentation for the representation within
this group is indicated by pd called segmentation rate (see
Fig.2). When the caregiver’s face pattern and/or utterances
belong to difficult group, the ambiguous input segment vector
is input such as

[easy group︷ ︸︸ ︷
0, · · · , 0 ,

difficult group︷ ︸︸ ︷
p′d, · · · , p′d, pd, p

′
d, · · · , p′d

]T

, (4)

where p′d = (1−pd)/(Mg/2−1). Note that halves of the Mg

discrete representations of the other’s gaze and Mw ones of
the word label were set to belong to the difficult group.

We ran the 20 sets of 20,000 repetitions of interactions using
two types of attentional modules, where pd was varied from
0.1 to 1.0. Figure 6 (a) shows the success rates of JA for
the last 1,000 interactions in terms of segmentation rate pd.
We can see that the success rates with intra-µX-multimodal
(filled triangles) became worth than those with the double-
µX-multimodal (blank circles) along with the decrease of the
segmentation rate. The results of this simulation and the one
in III-C imply that the way of integrating modules based on
the µX principle (Eq.(3)) serves the robustness against errors
in segmentation while the way of output in each module based
on it (Eq.(1)) serves the mutually facilitative effects.

Figure 6 (b) shows the dependency of the learning on the
parameters of insensitivity σ2

g and σ2
w under pd = 0.5 and

by using double-µX-multimodal. We can see that the success
rates of JA could reach up around 0.8 at the 20,000-th step
with large variations (solid curve) while those with limited
variations, namely only less than 1.0, could increase at the

7,000-th (broken curve). This implies that we should address
a strategy to set or let it adapt to optimal values of these
parameters.
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D. Experiment 3: development with caregiver

In the final simulation, we suppose that the caregiver
agent behaves more carefully in a way to consequently let
the learner proceed by “learning from easy mission” [12]:
she starts by referring to closer objects with shorter labels.
It seems to resemble human caregivers, and consequently
the developmental process more plausibly since she usually
assumes that an infant’s capabilities of gaze-following and
label-comprehension are immature. Furthermore, we suppose
that she evaluates the success rate of JA for each location and
utterance and based on that extends her choices of objects
to be taught to involve more difficult cases where she can
still expect to perform JA. Practically, the careful strategy of
instruction is implemented as follows. She first tries to select
one from those that have labels with which she has succeeded
in JA or are located in a position where she has succeeded in
JA in two successive trials.

In this simulation, we fixed the attentional mechanism to the
double-µX-multimodal and compared the learning progress
between cases with different behavior of the caregiver. Figure
7 (a) shows that the success rate of JA with careful instruction
(solid curve) grew much faster than one without it (broken
curve) where the caregiver selected objects at random. Figure
7 (b) shows the increase ratios of the potential performance
rates of the gaze-driven attentional module for gaze direction
to a nearby location (filled inverted triangles) and for a farther
gaze (filled diamonds) as well as those of the word-driven
attentional module for shorter (blank inverted triangles) and
longer (blank diamonds) labels. Figure 8 shows the transition
of the caregiver’s choices: an object with word by which
she had succeeded in JA or one at a location where she
had succeeded in JA (solid curves) and a closer one with
shorter label (broken curves). The potential performance for
the difficult groups (broken curves in Fig. 7 (b)) can be seen
as synchronized with the occurrence of the difficult choices
by the caregiver (solid curve in Fig. 8). They increased after
the increase of the potential performances for the easy groups
(solid curves in Fig. 7 (b)) more rapidly than them. These



features of the increase of potential performance seem to
suggest that there is cross-facilitation: the learning for the
difficult group on one module is facilitated by the other module
for the easy group.
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IV. DISCUSSION AND CONCLUSION

In the series of simulations, we confirmed that the proposed
µX principle has the effects of cross-facilitation in learning
multi-functions for multimodal joint attention as well as ro-
bustness against the errors in segmentation. The simulated
developmental process based on the µX principle might be
able to reproduce some aspects of an infant’s. We can see the
gradual extension of the gaze-followable region in the curves
of potential performance rates of the gaze-driven attentional
module (curves with filled inverted triangles and diamonds in
Fig.7 (b)) as observed also in the period of 12 to 18 months of
age in infants [1]. Meanwhile, cross-facilitation between the
gaze- and word-driven attentional modules in the latter period
of the process of extending the gaze-followable region seems
to match with the change to refer to the adult’s gaze direction
for word learning until 18 months of age [2]. Therefore, we
might suggest that such a change is synchronized with the
potential of the gaze following to the closer region and can be
promoted by the careful instructive behavior of the caregiver.

In the simulation of this paper, we assumed that the mecha-
nisms of the segmentation of utterances and gaze direction
have been already acquired even though it might involve
some errors. Although it seems to follow some observations
about the early mechanism of segmentation that 7.5 month-
old infants have started detecting sound patterns of words from

speech [13] or even that neonates can distinguish whether faces
are directed at them or not [14], the mechanism of segmen-
tation seems to keep developing along with mapping process.
The mapping based on the µX principle is demonstrated to be
not so much affected by the errors in segmentation in III-C.
Therefore, it might be a formidable and promising next step to
extend the µX principle for improving the mechanism of seg-
mentation along with the development of multimodal mapping.
Furthermore, such a mechanism might successfully model the
interaction of the developmental processes of segmentation
and mapping such as those observed in word learning and
phonetic segmentation [15].
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