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Purpose:  
Our second-generation device as a suprachoroidaltransretinal stimulatoin (STS) 
comprises a 49-channel active electrode array. To achieve effective prosthetic vision 
using a limited number of electrodes, it is necessary to develop an optimum image 
processing strategy. In recent years, a computational model “saliency map” (Itti et al. 
1998) that can detect an outstanding location using primitive features has been 
proposed. The purpose of this study is to evaluate the feasibility of a saliency map for 
image processing in a 49-pixel retinal prosthesis. 
Methods: We constructed a retinal prosthesis simulator system and compared the eye-
hand coordination in two different algorithms: a saliency map and a conventional 
model (brightness map). The simulator system comprised a head-mounted camera, a 
laptop computer, and a head-mounted display (HMD). Images were captured using 
the head-mounted camera and converted into 7 × 7-pixel images for projection onto 
HMD. We recruited five healthy volunteers aged 21–38 years. All subjects wore the 
simulator and took the localization test. For the localization test, the subjects were 
instructed to point at the center of the visual target on a touch panel display, placed 40 
cm from the subject. The distances from the target center to the position where the 
subject pointed were recorded as error distances. The target and the background color 
combinations were randomly changed (black/white, white/black, green/red, and 
red/green). The localization test trials were repeated 20 times for each condition. 
 
Results:  
Significant differences were observed in the mean error distances between the color 
combinations for the brightness map (p < 0.01, ANOVA). In contrast, no significant 
differences were observed in the saliency map (p = 0.91, ANOVA). The mean error 
distances for the saliency map were significantly smaller than those for the brightness 
map (p < 0.05, paired t-test), for color combinations of green/red and red/green. It is 
notable that when the background and target were of similar brightness, the 
recognition accuracy for the saliency map was better than that for the brightness map. 
 
Conclusions: 
These results suggest that the accuracy of visual object recognition can be improved 
using a saliency map. These findings demonstrate the feasibility of applying the 
saliency map for image processing in a 49-channel retinal prosthesis. 


