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ABSTRACT
In recent years, artificial intelligence (AI) that interacts with people
and the environments has begun to be developed. However, such
an AI can behave in ways which the designer has not intended.
This may lead to socially undesirable results, i.e., accidents or inci-
dents, which are not caused by a malfunction or obvious design er-
ror. Should someone be responsible for such an accident? It is nec-
essary to consider the opinions and feelings of non-professional
citizens and to design truly acceptable autonomous AIs and social
systems. Therefore, we gathered layperson perspectives on AI’s
responsibility issues through a survey workshop with the public
to explore their notions of the rules and ethics for a future sym-
biotic society where humans and AIs can coexist. In collaboration
between jurists, philosophers, psychologists, engineers, and sci-
ence communicators, we produced a fictitious case video in which
a decision of a robot with an advanced AI causes an accident as a
result of its learning and interactions with people. In this article,
we briefly show the opinions and comments of the workshop par-
ticipants regarding how stakeholders in the video should (not) be
responsible for the accident. Their opinions and comments offer
diverse perspectives on the issue of responsibility for AIs and can
promote further discussion on AI literacy.
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1 INTRODUCTION
Only in recent years have robots with highly autonomous AI in-
cluding machine learning begun to be developed. Such AI may
behave in ways beyond their designers’ expectations, similar to
children starting to become independent from their parents. This
emergent behavior is expected to support the adaptability of the AI
in uncertain complex environments and help in its real-world ad-
vancement. On the other hand, it cannot be completely denied that
accidents or incidents could occur as the result of the AI’s learn-
ing and interactions with environments and humans. It is more
difficult for designers to foresee the accidents that AIs could cause
than those that could occur because of conventional fixed systems.
In that case, is someone responsible for the accidents? Should this
be the manufacturer, the user, and/or the AI itself? If the designer

Figure 1: A communication robot.

or manufacturer is responsible for the accident, it is highly risky
for them to develop this type of autonomous products, and they
should hardly continue such development. Or, if the user is respon-
sible for it, i.e., if his/her usage of the AI was wrong, such a product
would no longer be in demand. Therefore, whether or not such an
autonomous AI can be allowed to develop depends on this issue
of responsibility for AI, which apparently spans over several dis-
ciplines.

In our interdisciplinary project “Responsibility and Agency in
the Age of AI,” researchers in engineering, psychology, philoso-
phy, and law are working together on this issue. Dealing with the
issue to explore acceptable rules requires various public opinions
and perspectives from non-professional citizens as future stake-
holders. Nadler [10] experimentally showed that if a person per-
ceives a law as injustice, he/she tends to reduce compliance with
unrelated laws as well as compliance with the specific law. This
is why rule-makers should consider and manifest interest in not
only the advanced knowledge and experience of experts but also
the non-professional opinions of ordinary citizens to obtain their
trust and the understanding. It is necessary for the designer to
know what kind of decisions of AIs are acceptable. The Moral Ma-
chine Project [9], for example, gathers individuals’ preferable de-
cisions in moral dilemmas of autonomous vehicles to summarize
global moral preferences and to identify cross-cultural differences
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[1]. However, public opinions about the responsibility for a robot
accident in realistic situations involving complex interactions are
not understood well.

In this paper, we briefly report the diverse opinions and com-
ments of survey workshop participants about AI-related respon-
sibility using a fictitious case example. In the case, a robot causes
an accident as a result of social interactions rather than its mal-
function or a clear design error. One of the problems in gather-
ing these opinions is the difficulty in understanding the case ex-
ample, which is usually a complex interactive situation. To solve
this, we produced an original video of the case example. After par-
ticipants watched the video, they answered questionnaires about
who should be responsible for the accident and freely described
their reasons. The participants’ opinions and comments including
wide-ranged perspectives offer information for further discussion
about the issue of AI responsibility.

2 VIDEO OF A FICTITIOUS ROBOT
ACCIDENT

We considered a case where a communication robot was deceived
by a third party as a result of the robot’s learning through the di-
alogue with a user. This video is available in [8].

Figure 2: Ms. A falls down with a seizure.

Figure 3: Mr. B arrives at Ms. A’s door while she goes out.

Fictitious case example� �
In 20XX, home robots that understand people’s feelings

and can talk to them like people are gaining popularity
(Fig. 1). The robot in the video learns in dialogue with peo-
ple and acts to prioritize user safety and health. In addition,
this robot has a home security function that unlocks the front
door based on a camera image and voice information col-
lected using sensors at the front door.
Ms. A who lives alone (70 years old, female) enjoys con-

versing with this robot. Ms. A has a chronic illness and has
instructed the robot to remind her to take her medicine im-
mediately if she has a seizure. One day, Ms. A has a terrible
seizure in her house. Ms. A is not able to get to the medicine
herself because she is suffering (Fig. 2). By chance, a neigh-
bor visitsMs. A’s house and rings the doorbell. The robot now
needs to determine whether to unlock the door or not based
on the registered list of users and comprehensive consider-
ation of the user’s health and security. As the robot knows
about the importance of taking the medicine for Ms. A, the
robot decides to unlock the door because Ms. A is having an
emergency, lets the neighbor into the house, and tells the
neighbor where the medicine is. The neighbor gives Ms. A
the medicine, and Ms. A is saved. Ms. A thanks the robot for
saving her life but also instructs the robot to not let strangers
into the house.
A few days later, while Ms. A goes out after asking the ro-

bot to not let anyone in. After some time, Mr. B (45 years old,
male) arrives at Ms. A’s door seemingly in a state of panic.
Mr. B tells the robot that Ms. A has had a seizure while out-
side, that he is her son, and that she immediately needs her
medicine (Fig. 3). After scanning the registered list, the ro-
bot says that Mr. B is not on it and asks him who he is. Mr.
B says that his mother (Ms. A) must have forgotten to put
him on the registered list. The robot then decides to let Mr. B
into the house because of Ms. A’s emergency. However, Mr.
B comes in and steals worth 10 million yen from Ms. A and
leaves.
The video concludes by stating that Mr. B was later ar-

rested and charged, but was unable to pay compensation to
Ms. A due to lack of funds. Ms. A sued the robot manufac-
turer for a product defect because of which it unlocked the
door for an unregistered person.� �

3 WHO IS RESPONSIBLE? OPINIONS FROM
PARTICIPANTS

The workshop was held on three days: August 10, 2018 at Tokyo
Institute of Technology and August 21 and October 14, 2018 at
Miraikan: National Museum of Emerging Science and Innovation
(Fig. 4). A total of 125 Japanese people participated in the work-
shop. They were recruited using a web-based advertisement on
the scientific events for citizens. Among them, we used the data
of 47 adult participants (28 female, 19 male) who provided signed
informed consent. Nine participants were aged 18 to 29, 10 partic-
ipants 30 to 39, 12 participants 40 to 49, 12 participants 50 to 59,
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Figure 4: Workshop in Miraikan.

and 4 participants 60 to 69. The remaining participants were aged
under 18 or watched another fictitious case video (an accident of
an autonomous driving car). After watching the video, the partic-
ipants answered the questionnaires that asked about how much
responsibility they thought each of Ms. A, the manufacturer of the
robot, and the robot itself had. The reason for the answers and
opinions and comments were investigated using free descriptions.
We summarize our findings for each entity’s responsibility below.

3.1 Reasons why Ms. A is responsible
• Ms. A did not clearly tell the robot about whether the emer-
gency medicine or security was a greater priority.

• Ms. A did not seem to understand the functions of the robot
well.

• Ms. A put too much confidence in the robot.
• People should handle machines with their own decisions
and responsibility.

3.2 Reasons why Ms. A is NOT responsible
• There was no problem with how Ms. A used the robot.
• Ms. A told the robot to not open the door for a stranger.
• It is hard for a user to take responsibility.

3.3 Reasons why the manufacturer is
responsible

• The robot program was made by the manufacturer.
• The performance of the robot did not reach the level re-
quired for home security robots.

• Manufacturers should foresee and avoid all possible acci-
dents.

3.4 Reasons why the manufacturer is NOT
responsible

• The robot made the right decision as instructed by Ms. A.
• It is irrational to think that the manufacturer is completely
guilty because there is no perfect technology.

3.5 Reasons why the robot is responsible
• The robot opened the door despiteMs. A’s instruction to not
do so.

• The robot’s decision is the direct cause of the accident.

3.6 Reasons why the robot is NOT responsible
• The robot only prioritized human life as programmed.
• If the robot had been a human, the decisionwould have been
considered a humanitarian one.

• Robots have no responsibility.

4 COMMENTS FROM PARTICIPANTS
Some of the opinions and comments from the participants, which
were translated into English by us, are presented below.

• The law needs to be improved. It is necessary to open up the
programs of AIs and robots to some extent rather than let
the programs rely only on the ideas and skills of individual
programmers.

• Such a situation could occur in reality. The number of peo-
ple who depend on robots is expected to increase. This ro-
bot will sell well in the age of declining birthrate and aging
population. Then, humans who try to fool this robot will
emerge. I think that the robot manufacturers should con-
sider various dangers and regulations and judge what they
can do from a legal perspective. If so, a robot that closely
resembles humans may not be created. Even if it was tech-
nically possible, the manufacturer may not want to make
it.

• I do not trust the IoT. I would like to wait for a while to see
if unexpected incidents, e.g., information leaks and uncon-
trollability, occur.

• First of all, I am mistrustful of a system according to which
themanufacturer is responsible for failure and improving its
products. This is a problem facing engineering and robotics.

• The development of science is necessary and very impor-
tant, but I do not think that robots (with emotions and in-
telligence) can take over all jobs in any fields. The issue of
responsibility is difficult. Who takes responsibility if an au-
tonomous vehicle has an accident? Its car manufacturer? Or
a driver who is actually not driving? There are many pend-
ing issues in the present developing stage. (But if we have
Doraemon, our society may become more friendly.)

• While AI can enrich our lives, it can cause accidents if the
user does not use it properly. Robots and AIs are merely
tools.

• It would be difficult to attribute responsibility to manufac-
tures and users like how it is done for ordinary products
because robots and AIs can make the same mistakes as hu-
mans.

• I felt the difficulty of living with a robot. The more you
rely on a robot, the more difficult it is to manage the ro-
bot and take responsibility. The pet-like relationship seems
to be easier. However, we would like to rely on robots that
help our lives as the number of elderly people living alone
increases. Various emotions pertaining to this have arisen.
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• In this video, Ms. A was mentally healthy, so she could use
the robot well. However, considering the possibility that a
user could have dementia and may misuse the robot, the
practical application of this robot is scary and difficult. How-
ever, I agree that robots will become more familiar to our
daily lives.

• Since it is difficult to clarify the responsibilities of the man-
ufacturer, robot, and user, it may be realistic to invent a
method that can handle accidents without clarifying who
should take the responsibility. Pursuing clear responsibility
may inhibit technology development.

• “People” use the robots. Towhat extent can people draw and
operate the robot’s potential and capabilities? We need the
opportunity and time to consider the best way to make our
lives rich and convenient using robots, including education
and experience.

• If robots become widespread, it is almost certain that they
may cause accidents, so it is good to have a compensation
system for that. In addition, information about accidents
should be disclosed to the greatest extent possible to im-
prove our ability to address accidents.

• Manufacturers shouldmake efforts to avoid all possible risks.
• Society should become tolerant because a new technology
progresses through repeated trials and errors. (The accident
victims could not say that.)

• It is no longer clear whether it is good to change the value
of a human being, which might perhaps be lost in the fu-
ture society. Has a societywhere humans completely rely on
machines arrived? Does the society leave behind the weak?
Will diversity of values be lost?

• Thinking about these issues from all the three sides was
much more difficult than I had expected. In addition to the
fact that how to make and use a robot is important, creating
new rules such as laws and insurance will protect the fu-
ture. I want to know more about the position of AIs in this
world.

• I was able to address the responsibility issue as a familiar
one because the target situation was a possible case sample
in the near future. Although the participants of this survey
may be small, I hope that our opinion will offer proper feed-
back to the government, research fields, and the business
community. This research is very valuable.

5 DISCUSSION
We gathered participants’ opinions and comments using the video
of the fictitious accident case to extract a wider span of opinions
about AI ethics by including citizens. The main reason why it was
deemed that the user (Ms. A) was responsible was that her instruc-
tion to the robot was ambiguous, causing the robot to be used
incorrectly. The user’s excessive trust (overtrust) and anthropo-
morphization of the AI might underlie the ambiguous instruction.
Consistent with this observation, a similar problem has been dis-
cussed in autopilot systems; the driver’s excessive trust and over-
reliance on a driver assistant system can cause erroneous behavior
of the driver [5, 12]. Furthermore, there is an increasing concern

about accidents caused by this excessive trust with the recent de-
velopment and popularization of robot and AI technologies [13].
Therefore, the development of AI literacy that enables people to
use AIs with appropriate understanding of the characteristics and
limitations of AIs is required for users [7].

Regarding the responsibility of the manufacturer, the opinion
that the manufacturer should foresee and avoid all possible dan-
gers was expressed. Ethical guidelines for AI development have
been proposed to prevent accidents of robots and AIs (e.g., [3, 4,
11]). Considering these guidelines, manufacturers should manage
possible risks of their AI products. In contrast, an opinion that the
mistake should be tolerated was also expressed. This seems to per-
tain to suboptimal punishment on the development of new tech-
nologies due to excessive attribution of responsibility to manufac-
turers [2] (in this context, see also [6]). It is necessary to overcome
the problem of balance between the regulation of new technolo-
gies with potential risks and development of potentially beneficial
technologies.

6 CONCLUSION
We reported various public opinions and comments on the robot
accident case. Using the video not only helped participants to un-
derstand the situation but also attracted their interest. Based on
the participants’ opinions, we discussed the important issues of AI
literacy of users and risk management of manufacturers. In future
work, we would like to investigate opinions in other cases such
as accidents of autonomous driving cars, and the relationship be-
tween the attributes of participants and their attribution styles of
the responsibility.

Finally, we would like to emphasize that the purpose of our ac-
tivities is NOT to convey to citizens that “AI and robots are dan-
gerous.” The AI technology that interacts with the complex envi-
ronments and humans is expected to greatly enrich our lives. Re-
searchers and developers of AIs and robots make maximum effort
to avoid any accidents and make the technology useful for the hu-
man society [4]. Simultaneously, professionals and non-professional
citizens should understand each other to explore acceptable rules
for better relationship between technologies and humans.Wewould
like to bridge them through such activities to develop truly accept-
able AI.
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