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Abstract. This paper describes the current status of the humanoid soccer team
JEAP which utilizes the commercially available humanoid platform Vision 4G
with customized parts. A modular software architecture consists of three mod-
ules: the vision, the behavior, and the motion modules. We are developing self-
localization system now.

1 Introduction

Team JEAP originated from team Senchans[1] that participated in competitions of the
humanoid league since 2002, the first year of the humanoid league. In 2006, the team
changed its name to JEAP[2], which is an acronym for JST ERATO Asada Project [web:
www.jeap.org]. The project had been supported by the Japanese Science and Technol-
ogy Agency (JST). Although this project was finished in March 2012, we continue to
use this name. A main goal of this project was to understand the cognitive develop-
mental process of humans based on synthetic approaches with humanoids. The project
adopted Vision 4G as a research platform, and the RoboCup humanoid league is a good
testbed for this purpose. The research issues are human-like cognition of environment,
motor learning for the game, cooperative planning with teammates, advanced dynamic
biped walking and so on.

In this article, we describe hardware specifications in section 2. The software design
is given in section 3.

2 Robot Hardware

Since the RoboCup 2007, we have utilized the Vision 4G robots. They are fully au-
tonomous robot, manufactured by Vstone Co.,Ltd..

The motors of the Vision 4G robots are developed in order to generate the stronger
torque stably. The covers of the motors are made from aluminum to assist its heat dis-
persion. Therefore, they could continue to play without breaking down for a longer
time.

Fig. 1 shows the robot’s appearance and DOF configuration. Figs. 1 (a) and (b) are
photographs of the whole body of the robots. The two tube in front of its torso and the



object on the back are attached as a cushioning when the robot falls down. The robots
have Logicool Webcam Pro 9000 camera to capture high resolution images. Fig. 1 (c)
shows the robot’s head including the monocular camera. Although it seems to have two
cameras, the big right eye is a fake. A VisiON 4G robot has 22 degrees of freedom and
pan-tilt cameras (see Fig. 1(d)).

(a) Front view (b) Side view

(c) Head (d) DOF configuration

Fig. 1. The VisiON 4G robot: (a) ,(b) and (c) are a front view, a side view, and a head part of our
robot, respectively. (d) is a schematic overview of the 22 degrees of freedom actuators.



The VisiON 4G’s detailed specification is given in Table 1. They have two con-
troller: main and sub. The main controller is used for integrating sensory information
and selecting the next motion. The sub controller is memorized several motor reper-
toires. It executes a motion out of the motor repertoires depending on the order of mo-
tion from main controller.

Table 1. VisiON 4G hardware specifications

VisiON 4G
Height (mm) 465
Weight (kg) 3.2

DOF 22
Actuators VStone Servo

Camera Type Logicool Webcam Pro 9000
Controller Main controller Sub controller

CPU PNM-SG3 VS-RC003 ARM
ROM 16GB (Flash HDD) 512 KB
RAM 512 MB 40 MB
OS Linux None

3 Modular software environment

The software of the robot consists of three modules: the vision, the motion, and the
behavior modules. These three modules perform in parallel during the game. The vision
and behavior modules are programmed on the main controller. The motion module
works on the sub controller.

Fig.2 shows the overall system of the software. The vision module detects positions
and directions of the ball, the goals and itself from image data. The behavior module
selects an appropriate pattern of motions based on information from vision module.
The motion module memorizes the motor repertoires coded as joint angles. The motor
commands are selected based on the orders from the behavior module, and are executed
by motors.

The rest of this paper is the explanation of each modules

3.1 Vision Module

The vision module has two functions: detecting of objects and self-localization. This
module sends the environmental information (e.g., the location of the ball, the goal, and
the robot), which are processed from image data captured by the camera, to the behavior
module. At first, areas of objects are detected by image processing. Secondly, the self-
location and distance between the robot and the ball and the goals are calculated.



Fig. 2. Overall system of the software: There are three modules: the vision, the behavior, and the
motion modules.

Detection of objects We developed a library for the image processing as a vision
module. Since the luminance and pixel values of colors sometimes change because
of the shadow and lighting condition, it is necessary for robot to know the range of
color variation. For this purpose, we implemented a GUI application for setting color
variation in vision module (see Fig. 3(a)). By using this system, we can make a color
table by adding or subtracting the range of the values of pixels before the game (see
Fig. 3(b)). The robot uses it during the game and detects the areas of objects robustly.

(a) The interface (b) One example of making color table process

Fig. 3. GUI application to set up the parameters of the image processing:



Self-localization We are developing self-localization system using field lines based
on the Particle filter algorithm. This filter is widely used to detect self-position for the
mobile robots (e.g., [3], [4]). In our system, robot’s location is estimated in the following
procedure:

1. The robot detects the white lines by Hough transform algorithm[5].
Fig. 4(a) shows the result of the line-detection system. This algorithm transforms
groups of white-colored pixels in a image to the lines.

2. The likelihood in each particles set in the virtual field is calculated.
The particles in the virtual field are shown in Fig. 4(b). The small dots and the red
circle are the particles and the robot’s position, respectively. The robot’s location
is calculated as a average of location of particles. The likelihood is solved by the
similarity between the captured lines and the calculated lines in the virtual field.

3. The particles are moved toward the particle with the most likelihood.
4. Step 2 and 3 are repeated until convergence.

(a) Detection of white lines (b) Virtual filed

Fig. 4. The self-localization system by using particle filter: The robot’s location is estimated based
on the white lines detected by Hough transform (a). The likelihood for the Particle filter algorithm
are given as a similarity between observed white lines and calculated lines in the virtual field (b).
The small blue dots are the particles, and the red circle represents the robot’s location in (b).

3.2 Behavior Module

The behavior module determines an appropriate motion out of the motor repertoires
depending on the environmental information, the self-posture.

The behavior module sequentially receives the information of the field (the ball,
the goals and its own location and posture) from the postural sensors and the vision



modules. VisiON 4G has the 2-axis gyro and 3-axis acceleration sensors. The robot’s
postural information whether robot is down or not is detected by threshold processing
of these sensory data. Furthermore, the behavior module transmits and receives the
environmental information via UDP communication. This communication enable the
robot to act cooperatively. Based on the information, the robot selects an appropriate
motion from motor repertoires, such as kicking, walking, throwing, and so on.

These plans of the motions can be changed depending on roles of the robots. We
assign the role (goalkeeper, offence or defence) to each robot.

3.3 Motion Module

The motion module receives the order of motions from the behavior module, and sub-
mits its motor commands (i.e., joint angles) to the motors. This module memorizes
motor repertoires which consist of patterns of joint angles.

In order to create these motor repertoires, we use RobovieMaker, which is
a software developed by Vstone. Fig. 5 shows the development environment by
RobovieMaker. Each value of slider bars corresponds to the joint angles of the mo-
tors. Robot’s postures are made by these slider bars. The box on the left side means
a postural data. These boxes are linked like flowchart to create the motions. The pos-
tures between the postures made by the slider bars are automatically interpolated. The
RobovieMaker enables us to create the motions more easily.

Fig. 5. RobovieMaker (GUI application to create motions): The value of slider bars corresponding
to the joint angles of the motors are used to create the robot’s postures. The robot’s motions are
represented as the linked boxes which mean the postures
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